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1

Introduction to Data Mining Principles

Objectives:

• This section deals with detailed study of the principles of data warehous-
ing, data mining, and knowledge discovery.

• The availability of very large volumes of such data has created a problem
of how to extract useful, task-oriented knowledge.

• The aim of data mining is to extract implicit, previously unknown and
potentially useful patterns from data.

• Data warehousing represents an ideal vision of maintaining a central repos-
itory of all organizational data.

• Centralization of data is needed to maximize user access and analysis.
• Data warehouse is an enabled relational database system designed to sup-

port very large databases (VLDB) at a significantly higher level of perfor-
mance and manageability.

• Due to the huge size of data and the amount of computation involved in
knowledge discovery, parallel processing is an essential component for any
successful large-scale data mining application.

• Data warehousing provides the enterprise with a memory. Data mining
provides the enterprise with intelligence.

• Data mining is an interdisciplinary field bringing together techniques from
machine learning, pattern recognition, statistics, databases, visualization,
and neural networks.

• We analyze the knowledge discovery process, discuss the different stages of
this process in depth, and illustrate potential problem areas with examples.

Abstract. This section deals with a detailed study of the principles of data ware-
housing, data mining, and knowledge discovery. There exist limitations in the tra-
ditional data analysis techniques like regression analysis, cluster analysis, numerical
taxonomy, multidimensional analysis, other multivariate statistical methods, and
stochastic models. Even though these techniques have been widely used for solving
many practical problems, they are however primarily oriented toward the extraction
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2 1 Introduction to Data Mining Principles

of quantitative and statistical data characteristics. To satisfy the growing need for
new data analysis tools that will overcome the above limitations, researchers have
turned to ideas and methods developed in machine learning. The efforts have led to
the emergence of a new research area, frequently called data mining and knowledge
discovery. Data mining is a multidisciplinary field drawing works from statistics,
database technology, artificial intelligence, pattern recognition, machine learning,
information theory, knowledge acquisition, information retrieval, high-performance
computing, and data visualization. Data warehousing is defined as a process of cen-
tralized data management and retrieval.

1.1 Data Mining and Knowledge Discovery

An enormous proliferation of databases in almost every area of human en-
deavor has created a great demand for new, powerful tools for turning data
into useful, task-oriented knowledge. In the efforts to satisfy this need, re-
searchers have been exploring ideas and methods developed in machine learn-
ing, pattern recognition, statistical data analysis, data visualization, neural
nets, etc. These efforts have led to the emergence of a new research area,
frequently called data mining and knowledge discovery.

The current Information Age is characterized by an extraordinary growth
of data that are being generated and stored about all kinds of human en-
deavors. An increasing proportion of these data is recorded in the form of
computer databases, so that the computer technology may easily access it.
The availability of very large volumes of such data has created a problem of
how to extract form useful, task-oriented knowledge.

Data analysis techniques that have been traditionally used for such tasks
include regression analysis, cluster analysis, numerical taxonomy, multidimen-
sional analysis, other multivariate statistical methods, stochastic models, time
series analysis, nonlinear estimation techniques, and others. These techniques
have been widely used for solving many practical problems. They are, how-
ever, primarily oriented toward the extraction of quantitative and statistical
data characteristics, and as such have inherent limitations.

For example, a statistical analysis can determine covariances and correla-
tions between variables in data. It cannot, however, characterize the depen-
dencies at an abstract, conceptual level and procedure, a casual explanation
of reasons why these dependencies exist. Nor can it develop a justification of
these relationships in the form of higher-level logic-style descriptions and laws.
A statistical data analysis can determine the central tendency and variance of
given factors, and a regression analysis can fit a curve to a set of datapoints.
These techniques cannot, however, produce a qualitative description of the
regularities and determine their dependence of factors not explicitly provided
in the data, nor can they draw an analogy between the discovered regularity
and regularity in another domain.

A numerical taxonomy technique can create a classification of entities and
specify a numerical similarity among the entities assembled into the same or
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different categories. It cannot, however, build qualitative description of the
classes created and hypothesis reasons for the entities being in the same cate-
gory. Attributes that define the similarity, as well as the similarity measures,
must be defined by a data analyst in advance. Also, these techniques cannot
by themselves draw upon background domain knowledge in order to automat-
ically generate relevant attributes and determine their changing relevance to
different data analysis problems.

To address such tasks as those listed above, a data analysis system has to
be equipped with a substantial amount of background and be able to perform
symbolic reasoning tasks involving that knowledge and the data. In summary,
traditional data analysis techniques facilitate useful data interpretations and
can help to generate important insights into the processes behind the data.
These interpretations and insights are the ultimate knowledge sought by those
who build databases. Yet, such knowledge is not created by these tools, but
instead has to be derived by human data analysis.

In efforts to satisfy the growing need for new data analysis tools that will
overcome the above limitations, researchers have turned to ideas and methods
developed in machine learning. The field of machine learning is a natural
source of ideas for this purpose, because the essence of research in this field
is to develop computational models for acquiring knowledge from facts and
background knowledge. These and related efforts have led to the emergence of
a new research area, frequently called data mining and knowledge discovery.

There is confusion about the exact meaning of the terms “data mining” and
“KDD.” KDD was proposed in 1995 to describe the whole process of extraction
of knowledge from data. In this context, knowledge means relationships and
patterns between data elements. “Data mining” should be used exclusively
for the discovery stage of the KDD process.

The last decade has experienced a revolution in information availability
and exchange via the Internet. The World Wide Web is growing at an ex-
ponential rate and we are far from any level of saturation. E-commerce and
other innovative usages of the worldwide electronic information exchange have
just started. In the same spirit, more and more businesses and organizations
have begun to collect data on their own operations and market opportuni-
ties on a large scale. This trend is rapidly increasing, with recent emphasis
being put more on collecting the right data rather than storing all informa-
tion in an encyclopedic fashion without further using it. New challenges arise
for business and scientific users in structuring the information in a consistent
way. Beyond the immediate purpose of tracking, accounting for, and archiv-
ing the activities of an organization, this data can sometimes be a gold mine
for strategic planning, which recent research and new businesses have only
started to tap. Research and development in this area, often referred to as
data mining and knowledge discovery, has experienced a tremendous growth
in the last couple of years. The goal of these methods and algorithms is to
extract useful regularities from large data archives, either directly in the form
of “knowledge” characterizing the relations between the variables of interest,
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or indirectly as functions that allow to predict, classify, or represent regulari-
ties in the distribution of the data.

What are the grand challenges for information and computer science, sta-
tistics, and algorithmics in the new field of data mining and knowledge discov-
ery? The huge amount of data renders it possible for the data analysis to infer
data models with an unprecedented level of complexity. Robust and efficient
algorithms have to be developed to handle large sets of high-dimensional data.
Innovations are also required in the area of database technology to support
interactive data mining and knowledge discovery. The user with his knowledge
and intuition about the application domain should be able to participate in
the search for new structures in data, e.g., to introduce a priori knowledge
and to guide search strategies. The final step in the inference chain is the
validation of the data where new techniques are called for to cope with the
large complexity of the models.

Statistics as the traditional field of inference has provided models with
more or less detailed assumptions on the data distribution. The classical the-
ory of Bayesian inference has demonstrated its usefulness in a large variety
of application domains ranging from medical applications to consumer data
and market basket analysis. In addition to classical methods, neural networks
and machine learning have contributed ideas, concepts, and algorithms to the
analysis of these data sets with a distinctive new flavor. The new approaches
put forward by these researchers in the last decade depart from traditional
statistical data analysis in several ways: they rely less on statistical assump-
tions on the actual distribution of the data, they rely less on models allowing
simple mathematical analysis, but they use sophisticated models that can
learn complicated nonlinear dependencies from large data sets. Whereas sta-
tistics has long been a tool for testing theories proposed by scientists, machine
learning and neural network research are rather evaluated on the basis of how
well they generalize on new data, which come from the same unknown process
that generated the training data. Measuring the generalization performance
to select models has to be distinguished from the widespread but questionable
current practice of data inquisition where “the data are tortured until they
confess.”

During the last 15 years, various techniques have been proposed to improve
the generalization properties of neural estimators. The basic mechanism is to
control the richness of the class of possible functions that can be obtained
through training, which has been quantified with the seminal work of Vapnik
and Chervonenkis on the “capacity of a hypothesis class.” The combinational
concept of the VC dimensions and its generalizations parameterize a rigor-
ous but loose upper bound on large deviations of the empirical risk from
the expected risk of classification or regression. Such theoretical bounds can
help us understand the phenomenon of generalization. To answer a numeri-
cal question about a particular algorithm and data set, purely quantitative
empirical bounds on the expected generalization error can be obtained by re-
peating many training/test simulations, and they are tighter than the analytic
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theoretical bounds. Heuristics that essentially implement complexity control
in one way or another are the widely used weight decay in training multilayer
perceptrons or the early stopping rule during training. It is also possible to
view capacity control in terms of penalty terms for too complex estimators.

Complexity control is particularly relevant for data mining. In this area,
researchers look for complex but still valid characterizations of their large data
sets. Despite the large size of the data sets inference often takes place in the
small sample size limit. It should be noted that the ratio of samples to degrees
of freedom might be small even for large data sets when complex models like
deep decision trees or support vector machines in high-dimensional spaces are
used. Complexity control, either by numerical techniques like cross validation
or by theoretical bounds from computational learning theory with empirical
rescaling, is indispensable for data mining practitioners.

The enterprise of knowledge discovery aims at the automation of the
millennium-old effort of humans to gain information and build models and
theories about phenomena in the world around us. Data miners and knowledge
discoverers can learn a lot and, i.e., sharpen their awareness, by looking at the
scientific method of experimentation, modeling, and validation/falsification in
the natural sciences, engineering sciences, social sciences, economics, as well
as philosophy.

The next decade of research in network-based information services promises
to deliver widely available access to unprecedented amounts of constantly ex-
panding data. Users of many commercial, government, and private information
services will benefit from new machine learning technologies that mine new
knowledge by integrating and analyzing very large amounts of widely distrib-
uted data to uncover and report upon subtle relationships and patterns of
events that are not immediately discernible by direct human inspection.

1.2 Data Warehousing and Data Mining - Overview

The past decade has seen an explosive growth in database technology and the
amount of data collected. Advances in data collection, use of bar codes in com-
mercial outlets, and the computerization of business transactions have flooded
us with lots of data. We have an unprecedented opportunity to analyze this
data to extract more intelligent and useful information, and to discover inter-
esting, useful, and previously unknown patterns from data. Due to the huge
size of data and the amount of computation involved in knowledge discovery,
parallel processing is an essential component for any successful large-scale
data mining application.

Data mining is concerned with finding hidden relationships present in busi-
ness data to allow businesses to make predictions for future use. It is the
process of data-driven extraction of not so obvious but useful information
from large databases. Data mining has emerged as a key business intelligence
technology.
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The explosive growth of stored data has generated an information glut, as
the storage of data alone does not bring about knowledge that can be used:
(a) to improve business and services and (b) to help develop new techniques
and products. Data is the basic form of information that needs to be managed,
sifted, mined, and interpreted to create knowledge. Discovering the patterns,
trends, and anomalies in massive data is one of the grand challenges of the
Information Age. Data mining emerged in the late 1980s, made great progress
during the Information Age and in the 1990s, and will continue its fast de-
velopment in the years to come in this increasingly data-centric world. Data
mining is a multidisciplinary field drawing works from statistics, database
technology, artificial intelligence, pattern recognition, machine learning, infor-
mation theory, knowledge acquisition, information retrieval, high-performance
computing, and data visualization.

The aim of data mining is to extract implicit, previously unknown and
potentially useful (or actionable) patterns from data. Data mining consists of
many up-to-date techniques such as classification (decision trees, näıve Bayes
classifier, k-nearest neighbor, neural networks), clustering (k-means, hierarchi-
cal clustering, density-based clustering), association (one-dimensional, multi-
dimensional, multilevel association, constraint-based association). Many years
of practice show that data mining is a process, and its successful application
requires data preprocessing (dimensionality reduction, cleaning, noise/outlier
removal), postprocessing (understandability, summary, presentation), good
understanding of problem domains and domain expertise.

Today’s competitive marketplace challenges even the most successful com-
panies to protect and retain their customer base, manage supplier partner-
ships, and control costs while at the same time increasing their revenue. In
a world of accelerating change, competitive advantage will be defined by the
ability to leverage information to initiate effective business decisions before
competition does. Hence in this age of global competition accurate informa-
tion plays a vital role in the insurance business. Data is not merely a record
of business operation – it helps in achieving competitive advantages in the
insurance sector. Thus, there is growing pressure on MIS managers to provide
information technology (IT) infrastructure to enable decision support mecha-
nism. This would be possible provided the decision makers have online access
to previous data. Therefore, there is a need for developing a data warehouse.
Data mining as a tool for customer relationship management also has proved
to be a means of controlling costs and increase revenues.

In the last decade, machine learning had come of age through a number of
ways such as neural networks, statistical pattern recognition, fuzzy logic, and
genetic algorithms. Among the most important applications for machine learn-
ing are classification, recognition, prediction, and data mining. Classification
and recognition are very significant in a lot of domains such as multimedia,
radar, sonar, optical character recognition, speech recognition, vision, agricul-
ture, and medicine. In this section, the concept of data warehousing and data
mining is briefly presented.
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1.2.1 Data Warehousing Overview

Dramatic advances in data capture, processing power, data transmission, and
storage capabilities are enabling organizations to integrate their various data-
bases into data warehouses. Data warehousing is defined as a process of cen-
tralized data management and retrieval. Data warehousing, like data mining,
is a relatively new term although the concept itself has been around for years.
Data warehousing represents an ideal vision of maintaining a central repos-
itory of all organizational data. Centralization of data is needed to maxi-
mize user access and analysis. Dramatic technological advances are making
this vision a reality for many companies. And, equally dramatic advances in
data analysis software are allowing users to access these data freely. The data
analysis software is what supports data mining. Hence, data warehousing pro-
vides the enterprise with a memory. Data mining provides the enterprise with
intelligence.

Data warehouse is an enabled relational database system designed to sup-
port very large databases (VLDB) at a significantly higher level of perfor-
mance and manageability. Data warehouse is an environment, not a product.
It is an architectural construct of information that is hard to access or present
in traditional operational data stores.

Any organization or a system in general is faced with a wealth of data that
is maintained and stored, but the inability to discover valuable, often previ-
ously unknown information hidden in the data, prevents it from transferring
these data into knowledge or wisdom.

To satisfy these requirements, these steps are to be followed.

1. Capture and integrate both the internal and external data into a compre-
hensive view “Mine” for the integrated data information

2. Organize and present the information and knowledge in ways that expedite
complex decision making.

Access Tools for Data Warehousing

The principal purpose of data warehousing is to provide information to users
for strategic decision making. These users interact with the data warehouse
using front-end tools. Many of these tools require an information specialist,
although many end users develop expertise in the tools. The access tools are
divided into five main groups.

1. Data query and reporting tools
2. Application development tools
3. Executive information system (EIS) tools
4. Online analytical preprocessing tools and
5. Data mining tools
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Data mining tools are considered for information extraction from data. In
recent research, data mining through pattern classification is an important
area of concentration.

1.2.2 Concept of Data Mining

Database technology has been used with great success in traditional business
data processing. There is an increasing desire to use this technology in new
application domains. One such application domain that is likely to acquire
considerable significance in the near future is database mining. An increas-
ing number of organizations are creating ultralarge databases (measured in
gigabytes and even terabytes) of business data, such as consumer data, trans-
action histories, sales records, etc.; such data forms a potential gold mine of
valuable business information.

Data mining is a relatively new and promising technology. It can be defined
as the process of discovering meaningful new correlation, patterns, and trends
by digging into (mining) large amounts of data stored in warehouse, using
statistical, machine learning, artificial intelligence (AI), and data visualiza-
tion techniques. Industries that are already taking advantage of data mining
include medical, manufacturing, aerospace, chemical, etc. Knowledgeable ob-
servers generally agree that in-depth decision support requires new technol-
ogy. This new technology should enable the discovery of trends and predictive
patterns in data, the creation and testing of hypothesis, and generation of
insight-provoking visualizations.

Data mining helps the end users to extract useful information from large
databases. These large databases are present in data warehouses, i.e., “data
mountain,” which are presented to data mining tools. In short data ware-
housing allows one to build the data mountain. Data mining is the nontrivial
extraction of implicit, previously unknown and potentially useful information
from the data mountain. This data mining is not specific to any industry – it
requires intelligent technologies and the willingness to explore the possibility
of hidden knowledge that resides in the data. Data mining is also referred to
as knowledge discovery in databases (KDD).

Data, Information, and Knowledge

Data: Data are any facts, numbers, or text that can be processed by a com-
puter. Today organizations are accumulating vast and growing amounts of
data in different formats and databases.

This includes: Operational or transactional data such as sales, cost, inventory,
payroll, and accounting.

Nonoperational data like industry sales, forecast data, and macroeconomic
data.
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Metadata: data about the data itself such as logical database design or data
dictionary definitions.

Information: The patterns, associations, or relationships among all this data
can provide information. For example, analysis of retail point-of-sale transac-
tion data can yield information on which products are selling and when.

Knowledge: Information can be converted into knowledge about historical
patterns and future trends. For example, summary information on retail su-
permarket sales can be analyzed in light of promotional efforts to provide
knowledge or consumer buying behavior. Thus a manufacturer or a retailer
could determine those items that are most susceptible to promotional efforts.

Data Mining Definitions

• Data mining is the efficient discovery of valuable, nonobvious information
from a large collection of data.

• Knowledge discovery in databases is the nontrivial process of identifying
valid novel potentially useful and ultimately understandable patterns in
the data.

• It is the automatic discovery of new facts and relationships in data that
are like valuable nuggets of business data.

• It is not a complex query where the user already has a suspicion about a
relationship in the data and wants to pull all such information.

• The information discovered should give competitive advantage in business.
• Data mining is the induction of understandable models and patterns from

a database.
• It is the process of extracting previously unknown, valid, and actionable

information from large databases and then using the information to make
crucial business decisions.

It is an interdisciplinary field bringing together techniques from machine
learning, pattern recognition, statistics, databases, visualization, and neural
networks.

Data mining is streamlining the transformation of masses of information
into meaningful knowledge. It is a process that helps identify new opportuni-
ties by finding fundamental truths in apparently random data. The patterns
revealed can shed light on application problems and assist in more useful,
proactive decision making. Typical techniques for data mining involve de-
cision trees, neural networks, nearest neighbor clustering, fuzzy logic, and
genetic algorithms.

Now we focus on the relationship between data mining and data ware-
housing.

What is a data warehouse and why do we need it?
In most organizations we find really large databases in operation for normal

daily transactions. These databases are known as operational databases; in
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most cases they have not been designed to store historical data or to respond
to queries but simply support all the applications for day-to-day transactions.
The second type of database found in organizations is the data warehouse,
which is designed for strategic decision support and largely built up from
operational databases. Small, local data warehouses are called data marts.

Rules for Data Warehouses:

• Time dependent
• Nonvolatile data in data warehousing is never updated but used only for

queries. This means that a data warehouse will always be filled with his-
torical data.

• Subject oriented
• Integrated

A data warehouse is designed especially for decision support queries; there-
fore only data that is needed for decision support will be extracted from the
operational data and stored in data warehouse. Setting up a data warehouse is
the most appropriate procedure for carrying out decision support. A decision
support system can constantly change if the requirement of the organization
alters, then the data model must also change. The data warehouse requires a
high-speed machine and a wide variety of optimization processes.

• Metadata: describes the structure of the contents of a database.

Designing Decision Support Systems

The design of a decision support system differs considerably from that of an
online transaction processing system. The main difference is that decision sup-
port systems are used only for queries, so their structure should be optimized
for this use. When designing a decision support system, particular importance
should be placed on the requirements of the end user and the hardware and
software products that will be required.

The Requirements of EndUser

Some end users need specific query tools so that they can build their queries
themselves, others are interested only in a particular part of the information.
They may also need trend analysis tools and GUI user interface.

Software Products of Decision Support Systems

The types of software we choose depend very much on the requirements of
end users. For data mining we can split the software into two parts: the first
works with the algorithms on the database server and the second on the local
workstation. The latter is mostly used to generate screens and reports for end
users for visualizing the output of algorithm.
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Hardware Products of Decision Support Systems

The hardware requirements depend on the type of data warehouse and tech-
niques with which we want to work.

Integration with Data Mining

The application of data mining techniques can be carried out in two ways:
from the existing data warehouse, or by extracting from the existing data
warehouse the part of the information that is of interest to the end user and
copying it to a specific computer, possibly a multiprocessing machine.

Integration of data mining in a decision support system is very helpful.
There are several types of data mining technique and each uses the computer
in a specific way. For this reason it is important to understand the demands
of the end user so that we are able to build a proper data warehouse for data
mining. In many cases we will find that we need a separate computer for data
mining.

Client/Server and Data Warehousing

The end user would ideally like to have available all kinds of techniques such
as graphical user interfaces, statistical techniques, windowing mechanisms,
and visualization techniques so that they can easily access the data being
sought. This means that a great deal of local computer power is needed
at each workstation, and the client/server technique is the solution to this
problem.

With client/server we only have to change the piece of software that is
related to the end use—the other applications do not require alteration. Of
all the techniques currently available on the market, client/server represents
the best choice for building a data warehouse.

Replication techniques are used to load the information from the opera-
tional database to the data warehouse. If we need immediate access to the
latest information, then we need to work with the more advanced replication
tools; if the update of the data warehouse is less urgent, then we can work
with batch update of the database server.

Two basic techniques, known as the “top-down” and the “bottom-up”
approaches, are used to build a data warehouse.

In the “top-down” approach, we first build a data warehouse for the com-
plete organization and from this select the information needed for our depart-
ment or for local end users. In the “bottom-up” approach, smaller local data
warehouses, known as data marts, are used by end users at a local level for
their specific local requirements.
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Multiprocessing Machines

A data mining environment has specific hardware requirements. There are
several types of multiprocessing machines and we describe the most important
ones here:

• Symmetric multiprocessing

All processors work on one computer, are equal, and they communicate via
shared storage. Symmetric multiprocessing machines share the same hard disk
and the internal memory. At present, approximately twelve processors are the
maximum.

• Massively parallel

This is a computer where each processor has its own operating system, mem-
ory, and hard disk. Although each processor is independent, communication
between the systems is possible. In this type of environment one can work
with thousands of processors.

Not all databases will support parallel machines but most modern data-
bases are able to work with symmetric parallel machines. At present, only a
few database vendors such as IBM with DB/2, Oracle, and Tandem are able
to operate with massively parallel computers.

• Cost justification

It is difficult to give a cost justification for the implementation of a KDD envi-
ronment. Basically the cost of using machine-learning techniques to recognize
patterns in data must be compared with the cost of a human performing the
same task.

The Knowledge Discovery Process

We analyze the knowledge discovery process, discuss the different stages of
this process in depth, and illustrate potential problem areas with examples.

The knowledge discovery process consists of six stages:

• Data selection
• Cleaning
• Enrichment
• Coding
• Data mining
• Reporting

It is impossible to describe in advance all the problems that can be expected
in a database, as most will be discovered in mining stage.
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Data Selection and Cleaning: A very important element in a cleaning opera-
tion is the de-duplication of records. Although data mining and data cleaning
are two different disciplines, they have a lot in a common and pattern recogni-
tion algorithms can be applied in cleaning data. One kind of errors is spelling
errors. The second type of pollution that frequently occurs is lack of domain
consistency. For instance, a transaction listed in table was completed in 1901
but the company was set up after 1901.

Enrichment: New information can easily be joined to the existing client
records.

Coding: In most tables that are collected from operational data, a lot of de-
sirable data is missing, and most is impossible to retrieve. We therefore have
to make a deliberate decision either to overlook or to delete it. A general rule
states that any deletion of data must be a conscious decision, after a thor-
ough analysis of the possible consequences. We can remove some unrelated
attributes form current tables. By this time, the information in database is
much too detailed to be used as input for pattern recognition algorithms. For
instance, address to region, birth data to age, divide income by 1000, etc.

Data mining: The discovery stage of the KDD process is fascinating. We now
see that some learning algorithms do well on one part of the data set where
others fail, and this clearly indicates the need for hybrid learning.

Although various different techniques are used for different purposes, those
that are of interest in the present context are:

Query tool
Statistical techniques
Visualization
Online analytical processing (OLAP)
Case-based learning (K-Nearest Neighbor)
Decision trees
Association rules
Neural networks
Genetic algorithm

Preliminary Analysis of the Data Set Using Traditional Query Tools: The first
step in a data mining project should always be a rough analysis of the data
set using traditional query tools. Just by applying simple structured query
language (SQL) to a data set, we can obtain a wealth of information. We
need to know the basic aspects and structures of the data set. For the most
part 80% of the interesting information can be abstracted from a database
using SQL. The remaining 20% of hidden information needs more advanced
techniques. A trivial result that is obtained by an extremely simple method is
called a näıve prediction. We can never judge the performance of an advanced
learning algorithm properly if we have no information concerning the näıve
probabilities of what it is supposed to predict.
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Visualization Techniques: Visualization techniques are a very useful method
of discovering patterns in data sets and may be used at the beginning of a
data mining process to get a rough feeling of the quality of the data set and
where patterns are to be found. An elementary technique that can be of great
value is the so-called scatter diagram. Scatter diagrams can be used to identify
interesting subsets of the data sets so that we can focus on the rest of the data
mining process. There is a whole field of research dedicated to the search for
interesting projections of data sets – this is called projection pursuit. A much
better way to explore a data set is through an interactive three-dimensional
environment.

Likelihood and Distance: The space metaphor is very useful in data mining
context. Records that are closer to each other are very alike, and those that
are very far from each other represent individuals that have little in com-
mon. Sometimes it is possible to identify interesting clusters merely by visual
inspection.

OLAP Tools: This idea of dimensionality can be expanded: a table with n
independent attributes can be seen as an n-dimensional space. We need to ex-
plore the relationship between these dimensions as standard relational data-
base is not very good at this. OLAP tools were developed to solve this problem.
These tools store their data in a special multidimensional format.

OLAP can be an important stage in a data mining processes. However
there is an important difference between OLAP and data mining: OLAP tools
do not learn; data mining is more powerful than OLAP and also needs no
special multi-dimensional storage.

K-Nearest Neighbor: When we interpret records as points in a data space,
we can define the concept of neighborhood records that are close to each
other live in each other’s neighborhood. In terms of the metaphor of our
multi-dimensional data space, a type is nothing more than a region in this
data space. Based on this insight, we can develop a very simple but powerful
learning algorithm – the k-nearest neighbor. The basic philosophy of k-nearest
neighbor is “do as our neighbors do.” If we want to predict the behavior of a
certain individual, we start to look at the behaviors of its neighbors. The letter
k stands for the number of neighbors we have investigated. Simple k-nearest
neighbor is not really a learning algorithm, but more of a search method.
In general data mining algorithms should not have a complexity higher than
n (log n) (where n is the number of records). The other techniques such as
decision trees, association rules, neural networks, and genetic algorithms are
discussed in the following sections.

Principles of Data Mining

Data mining is a powerful new technology with great potential to help compa-
nies focus on the most important information in the data they have collected
about the behavior of their customers and potential customers. It discovers



1.2 Data Warehousing and Data Mining - Overview 15

information within the data that queries and reports cannot effectively reveal.
The section explores many aspects of data mining in the following areas:

• Data rich, information poor
• Data warehouses
• What is data mining?
• What can data mining do?
• The evolution of data mining
• How data mining works
• Data mining technologies
• Real-world examples
• The future of data mining
• Privacy concerns

Data Rich, Information Poor

The amount of raw data stored in corporate databases is exploding. From tril-
lions of point-of-sale transactions and credit card purchases to pixel-by-pixel
images of galaxies, databases are now measured in gigabytes and terabytes.
(One terabyte = one trillion bytes. A terabyte is equivalent to about 2 mil-
lion books!) For instance, every day, Wal Mart uploads 20 million point-of-sale
transactions to an A&T massively parallel system with 483 processors running
a centralized database. Raw data by itself, however, does not provide much
information. In today’s fiercely competitive business environment, companies
need to rapidly turn these terabytes of raw data into significant insights for
their customers and markets to guide their marketing, investment, and man-
agement strategies.

Data Warehouses

The drop in price of data storage has given companies willing to make the
investment a tremendous resource: Data about their customers and potential
customers stored in “data warehouses.” Data warehouses are becoming part
of the technology. Data warehouses are used to consolidate data located in
disparate databases. A data warehouse stores large quantities of data by spe-
cific categories; so it can be more easily retrieved, interpreted, and sorted by
users. Warehouses enable executives and managers to work with vast stores
of transactional or other data to respond faster to markets and make more in-
formed business decisions. It has been predicted that every business will have
a data warehouse within ten years. Companies will want to learn more about
that data to improve knowledge of customers and markets. The companies
benefit when meaningful trends and patterns are extracted from the data.
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What is Data Mining?

Data mining, or knowledge discovery, is the computer-assisted process of dig-
ging through and analyzing enormous sets of data and then extracting the
meaning of the data. Data mining tools predict behaviors and future trends,
allowing businesses to make proactive, knowledge-driven decisions. Data min-
ing tools can answer business questions that were traditionally too time con-
suming to resolve. They scour databases for hidden patterns, finding predictive
information that experts may miss because it lies outside their expectations.

Data mining derives its name from the similarities between searching for
valuable information in a large database and mining a mountain for a vein
of valuable one. Both processes require either sifting through an immense
amount of material, or intelligently probing it to find where the value resides.

What Can Data Mining Do?

Although data mining is still in its infancy, companies in a wide range of
industries – including finance, health care, manufacturing, transportation,–
are already using data mining tools and techniques to take advantage of his-
torical data. By using pattern recognition technologies and statistical and
mathematical techniques of sift through warehoused information, data min-
ing helps analysts recognize significant facts, relationships, trends, patterns,
exceptions, and anomalies that might otherwise go unnoticed.

For businesses, data mining is used to discover patterns and relationships
in the data in order to help make better business decisions. Data mining can
help spot sales trends, develop smarter marketing campaigns, and accurately
predict customer loyalty. Specific uses of data mining include:

Market segmentation – Identify the common characteristics of customers who
buy the same products from your company.

Customer churn – Predict those customers who are likely to leave the com-
pany and go to a competitor.

Fraud detection – Identify transactions that are most likely to be fraudulent.
Direct marketing – Identify the prospects who should be included in a mailing

list to obtain the highest response rate.
Interactive marketing – Predict what each individual accessing a web site is

most likely interested in seeing.
Market basket analysis – Understand what products or services are com-

monly purchased together, e.g., beer and diapers.
Trend analysis – Reveal the difference in a typical customer between the

current month and the previous one.

Data mining technology can generate new business opportunities by:

• Automated prediction of trends and behaviors: Data mining automates
the process of finding predictive information in large database. Questions
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that traditionally required extensive hands-on analysis can now be directly
answered from the data. A typical example of a predictive problem is
targeted marketing. Data mining uses data on past promotional mailings
to identify the targets most likely to maximize return on investment in
future mailings. Other predictive problems include forecasting bankruptcy
and other forms of default and identifying segments of a population likely
to respond similarly to given events.

• Automated discovery of previously unknown patterns: Data mining tools
sweep through databases and identify previously hidden patterns. An ex-
ample of pattern discovery is the analysis of retail sales data to identify
seemingly unrelated products that are often purchased together. Other
pattern discovery problems include detecting fraudulent credit card trans-
actions and identifying anomalous data that could represent data entry
keying errors.

Using massively parallel computers, companies dig through volumes of
data to discover patterns about their customers and products. For example,
grocery chains have found that when men go to a supermarket to buy di-
apers, they sometimes walk out with a six-pack of beer as well. Using that
information, it is possible to lay out a store so that these items are closer.

AT&T, A.C. Nielsen, and American Express are among the growing ranks
of companies implementing data mining techniques for sales and marketing.
These systems are crunching through terabytes of point-of-sale data to aid an-
alysts in understanding consumer behavior and promotional strategies. Why?
To gain a competitive advantage and increase profitability!

Similarly, financial analysts are plowing through vast sets of financial
records, data feeds, and other information sources in order to make invest-
ment decisions. Health-care organizations are examining medical records to
understand trends of the past so that they can reduce costs in the future.

The Evolution of Data Mining

Data mining is a natural development of the increased use of computerized
databases to store data and provide answers to business analysts. Traditional
query and report tools have been used to describe and extract what is in
a database. The user forms a hypothesis about a relationship and verifies
it or discounts it with a series of queries against the data. For example, an
analyst might hypothesize that people with low income and high debt are
bad credit risks and query the database to verify or disprove this assumption.
Data mining can be used to generate a hypothesis. For example, an analyst
might use a neural net to discover a pattern that analysts did not think to
try – for example, that people over 30 years with low incomes and high debt
but who own their own homes and have children are good credit risks.
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How Data Mining Works

How is data mining able to tell us important things that we did not know or
what is going to happen next? The technique that is used to perform these
feats is called modeling. Modeling is simply the act of building a model (a set
of examples or a mathematical relationship) based on data from situations
where the answer is known and then applying the model to other situations
where the answers are not known. Modeling techniques have been around for
centuries, of course, but it is only recently that data storage and communica-
tion capabilities required to collect and store huge amounts of data, and the
computational power to automate modeling techniques to work directly on
the data, have been available.

As a simple example of building a model, consider the director of market-
ing for a telecommunications company. He would like to focus his marketing
and sales efforts on segments of the population most likely to become big
users of long-distance services. He knows a lot about his customers, but it is
impossible to discern the common characteristics of his best customers be-
cause there are so many variables. From this existing database of customers,
which contains information such as age, sex, credit history, income, zip code,
occupation, etc., he can use data mining tools, such as neural networks, to
identify the characteristics of those customers who make lots of long-distance
calls. For instance, he might learn that his best customers are unmarried fe-
males between the ages of 34 and 42 who earn in excess of $60,000 per year.
This, then, is his model for high-value customers, and he would budget his
marketing efforts accordingly.

Data Mining Technologies

The analytical techniques used in data mining are often well-known mathe-
matical algorithms and techniques. What is new is the application of those
techniques to general business problems made possible by the increased avail-
ability of data, and inexpensive storage and processing power. Also, the use of
graphical interface has led to tools becoming available that business experts
can easily use.

Some of the tools used for data mining are:

Artificial neural networks – Nonlinear predictive models that learn through
training and resemble biological neural networks in structure.

Decision trees – Tree-shaped structures that represent sets of decisions. These
decisions generate rules for the classification of a dataset.

Rule induction – The extraction of useful if-then rules from databases on
statistical significance.

Genetic algorithms – Optimization techniques based on the concepts of ge-
netic combination, mutation, and natural selection.

Nearest neighbor – A classification technique that classifies each record based
on the records most similar to it in a historical database.
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Real-World Examples

Details about who calls whom, how long they are on the phone, and whether
a line is used for fax as well as voice can be invaluable in targeting sales of
services and equipment to specific customers. But these tidbits are buried in
masses of numbers in the database. By delving into its extensive customer-
call database to manage its communications network, a regional telephone
company identified new types of unmet customer needs. Using its data mining
system, it discovered how to pinpoint prospects for additional services by
measuring daily household usage for selected periods. For example, households
that make many lengthy calls between 3 p.m. and 6 p.m. are likely to include
teenagers who are prime candidates for their own phone and lines. When the
company used target marketing that emphasized convenience and value for
adults – “Is the phone always tied up?”- hidden demand surfaced. Extensive
telephone use between 9 a.m and 5 p.m. characterized by patterns related to
voice, fax, and modem usage suggests a customer has business activity. Target
marketing offering those customers “business communications capabilities for
small budgets” resulted in sales of additional lines, functions, and equipment.

The ability to accurately gauge customer response to changes in business
rules is a powerful competitive advantage. A bank searching for new ways to
increase revenues from its credit card operations tested a nonintuitive pos-
sibility: Would credit card usage and interest earned increase significantly
if the bank halved its minimum required payment? With hundreds of giga-
bytes of data representing two years of average credit card balances, payment
amounts, payment timeliness, credit limit usage, and other key parameters
the bank used a powerful data mining system to model the impact of the
proposed policy change on specific customer categories, such as customers
consistently near or at their credit limits who make timely minimum or small
payments. The bank discovered that cutting minimum payment requirements
for small, targeted customer categories could increase average balances and
extend indebtedness periods, generating more than $25 million in additional
interest earned.

The Future of Data Mining

In the short term, the results of data mining will be in profitable, if mundane,
business-related areas. Micromarketing campaigns will explore new niches.
Advertising will target potential customers with new precision.

In the medium term, data mining may be as common and easy to use as
e-mail. We may use these tools to find the best airfare to New York, root
out a phone number of a long-lost classmate, or find the best prices on lawn
mowers.

The long-term prospects are truly exciting. Imagine intelligent agents
turned loose on medical research data or on subatomic particle data. Com-
puters may reveal new treatments for diseases or new insights into the nature
of the universe. There are potential dangers, though, as discussed below.
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Privacy Concerns

What if every telephone call we make, every credit purchase we make, every
flight we take, every visit to the doctor we make, every warranty card we send
in, every employment application we fill out, every school record we have,
our credit record, every web page we visit. . . were all collected together? A
lot would be known about us! This is an all-too-real possibility. Much of this
kind of information is already stored in a database. Remember that phone
interview we gave to a marketing company last week? Our replies went into
a database. Remember that loan application we filled out? It is now in a
database Too much information about too many people for anybody to make
sense of? Not with data mining tools running on massively parallel processing
computers! Would we feel comfortable about someone (or lots of someones)
having access to all this data about us? And remember, all this data does not
have to reside in one physical location, as the Net growing information of this
type becomes more available to more people.

1.3 Summary

Traditional query and report tools have been used to describe and extract
what is in a database. The user forms a hypothesis about a relationship.
Data mining can be used to generate a hypothesis. The results of data mining
will be in profitable. Data warehouses are used to consolidate data located
in disparate databases. A data warehouse stores large quantities of data by
specific categories, so it can be more easily retrieved, interpreted, and sorted
by users. Thus in this section we have seen the overview of the data mining
and data warehousing.

1.4 Review Questions

1. Give an overview of data mining and data warehousing.
2. Explain the concept of data mining.
3. Define the terms data warehousing and data mining.
4. What is data warehousing and why do we need it?
5. What are the rules for data warehouses?
6. What is the necessity for multiprocessing machines?
7. Explain the stages involved in knowledge discovery process with a neat

schematic diagram.
8. What are the various techniques adapted of data mining?
9. State the principles of data mining.

10. Explain the performance of various data mining techniques.
11. How does the data mining methodology works?
12. Give some of the data mining technologies used at present.
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Data Warehousing, Data Mining, and OLAP

Objectives:

• This deals with the concept of data mining, need and opportunities, trends
and challenges, data mining process, common and new applications of data
mining, data warehousing, and OLAP concepts.

• It gives an introduction to data mining: what it is, why it is important,
and how it can be used to provide increased understanding of critical
relationships in rapidly expanding corporate data warehouse.

• Data mining and knowledge discovery are emerging as a new discipline
with important applications in science, engineering, health care, education,
and business.

• New disciplined approaches to data warehousing and mining are emerging
as part of the vertical solutions approach.

• Extracting the information and knowledge in the form of new relationships,
patterns, or clusters for decision making purposes.

• We briefly describe some success stories involving data mining and knowl-
edge discovery.

• We describe five external trends that promise to have a fundamental im-
pact on data mining.

• The research challenges are divided into five broad areas: A) improving
the scalability of data mining algorithms, B) mining nonvector data, C)
mining distributed data, D) improving the ease of use of the data mining
systems and environments, and E) privacy and security issues for data
mining.

• We present the concept of data mining and aim at providing an under-
standing of the overall process and tools involved: how the process turns
out, what can be done with it, what are the main techniques behind it,
and which are the operational aspects.

• OLAP servers logically organize data in multiple dimensions, which allows
users to quickly and easily analyze complex data relationships.

S. Sumathi and S.N. Sivanandam: Data Warehousing, Data Mining, and Olap, Studies in Com-

putational Intelligence (SCI) 29, 21–73 (2006)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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• OLAP database servers support common analytical operations, including
consolidation, drill-down, and slicing and dicing.

• OLAP servers are very efficient when storing and processing multidimen-
sional data.

Abstract. This deals with the concept of data mining, need and opportunities,
trends and challenges, process, common and new applications, data warehousing,
and OLAP concepts. Data mining is also a promising computational paradigm that
enhances traditional approaches to discovery and increases the opportunities for
breakthroughs in the understanding of complex physical and biological systems.
Researchers from many intellectual communities have much to contribute to this
field. Data mining refers to the act of extracting patterns or models from data. The
rate growth of disk storage and the gap between Moore’s law and storage law growth
trends represent a very interesting pattern in the state of technology evolution. The
ability to capture and store data has produced a phenomenon we call the data tombs
or data stores that are effectively write-only.

“Data Mining” (DM) is a folkloric denomination of a complex activity, which
aims at extracting synthesized and previously unknown information from large data-
bases. It also denotes a multidisciplinary field of research and development of algo-
rithms and software environments to support this activity in the context of real-life
problems where often huge amounts of data are available for mining. There is a lot
of publicity in this field and also different ways to see the things. Hence, depending
on the viewpoints, DM is sometimes considered as just a step in a broader overall
process called Knowledge Discovery in Databases (KDD), or as a synonym of the
latter as we do in this section. Thus, according to this purist definition DM software
includes tools of automatic learning from data, such as machine learning and artifi-
cial neural networks, plus the traditional approaches to data analysis such as query
and reporting, on-line analytical processing or relational calculus, so as to deliver
the maximum benefit from data.

Data warehousing is a term that has been coined in recent years to describe
computer systems designed to manage data for analysis and to assist management in
decision making. A data warehouse can be simply described as “a data infrastructure
specifically designed for query, analysis and reporting.” While much of the data
contained in these systems will be copied from administration systems, the data
warehouse should also contain relevant external data, such as exchange rates, yield
curves, and actuarial reserves. A question often asked is “why make the expense
and effort of keeping copies of data that exists in other systems?” Many people can
see the value in making all your data available from a single source, but the real
answer is primarily to do with structuring the data such that it is most suitable for
analysis.

Administration systems are designed for entering and retrieving data on individ-
ual persons or policies; they are not well suited for direct analysis. Also, the reality
in many insurance companies is that duplicates of the data will exist in many places
– spreadsheets, personal databases; the data warehouse is actually likely to reduce
the unstructured duplication. For the end user a suite of tools is available to manip-
ulate and present results from the data stored. These tools, commonly referred to as
OLAP (on-line Analytical Processing) tools, are extremely proficient at drill-down,
pivot, and presentation of results. They also have computational ability suitable for
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things such as ratios and trends, although such functionality is simple compared to
the calculations used in insurance for projections and reserving.

2.1 Data Mining Research Opportunities and Challenges

Data mining is one of the hottest topics in information technology. This section
provides an introduction to data mining: what it is, why it is important, and
how it can be used to provide increased understanding of critical relationships
in rapidly expanding corporate data warehouse.

The field of data mining and knowledge discovery is emerging as a new,
fundamental research area with important applications in science, engineering,
medicine, business, and education. Data mining attempts to formulate, ana-
lyze, and implement basic induction processes that facilitate the extraction of
meaningful information and knowledge from unstructured data. Data mining
extracts patterns, changes, associations, and anomalies from large datasets.
Work in data mining ranges from theoretical work on the principles of learning
and mathematical representations of data to building advanced engineering
systems that perform information filtering on the Web, find genes in DNA se-
quences, help understand trends and anomalies in economics and education,
and detect network intrusion. Data mining is also a promising computational
paradigm that enhances traditional approaches to discovery and increases
the opportunities for breakthroughs in the understanding of complex physi-
cal and biological systems. Researchers from many intellectual communities
have much to contribute to this field. These include the communities of ma-
chine, intellectual communities have much to contribute to this field. These
include the communities of machine learning, statistics, databases, visualiza-
tion and graphics, optimization, computational mathematics, and the theory
of algorithms.

The amount of digital data has been exploding during the past decade,
while the number of scientists, engineers, and analysts available to analyze
the data has been static. To bridge this gap requires the solution of funda-
mentally new research problems, which can be grouped into the following
broad challenges: A) developing algorithms and systems to mine large, mas-
sive, and high-dimensional datasets; B) developing algorithms and systems
to mine new types of data; C) developing algorithms, protocols, and other
infrastructure to mine distributed data; and D) improving the ease of use of
data mining systems; E) developing appropriate privacy and security models
for data mining.

There is an important need for support by government and business of
basic, applied, multidisciplinary, and interdisciplinary research in data mining
and knowledge discovery in order to respond to these challenges.

There is an important experimental component to data mining and knowl-
edge discovery, which requires the creation and maintenance of appropriate
systems, computational infrastructures, and test beds.
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Data mining is the semiautomatic discovery of patterns, association,
changes, anomalies, rules, and statistically significant structures and events
in data. That is, data mining attempts to extract knowledge from data.

Data mining differs from traditional statistics in several ways: formal sta-
tistical inference is assumption driven in the sense that a hypothesis is formed
and validated against the data. Data mining in contrast is discovery driven
in the sense that patterns and hypothesis are automatically extracted from
data. To put it in another way, data mining is data driven, while statistics
is human driven. The branch of statistics that data mining resembles most is
exploratory data analysis, although this field, like most of the rest of statis-
tics, has focused on datasets far smaller than most that are the target of data
mining researchers.

Data mining also differs from traditional statistics in that sometimes the
goal is to extract qualitative models, which can easily be translated into logical
rules or visual representations; in this sense data mining is human centered
and is sometimes coupled with human–computer interface research.

Data mining is a step in the KDD process, which is an interactive, semi-
automated process, which begins with raw data. Results of the data mining
process may be insights, rules, or predictive models.

The field of data mining draws upon several subjects, including statistics,
machine learning, databases, and high-performance computing.

In this section, we are primarily concerned with large datasets, massive
datasets, and distributed datasets. By large, we mean datasets, which are too
large to fit into the memory of a single workstation. By massive we mean
datasets, which are too large to fit into the disks of a single workstation or a
small cluster of workstations. Instead, massive clusters or tertiary storage such
as tape are required. By distributed, we mean datasets that are geographically
distributed.

The focus on large datasets is not just an engineering challenge; it is an
essential feature of induction of expressive representations from raw data.
It is only by analyzing large datasets that we can produce accurate logical
descriptions, which can be translated automatically into powerful predictive
mechanisms. Otherwise, statistical and machine learning principles suggest
the need for substantial user input (specifying metaknowledge necessary to
acquire highly predictive models from small datasets).

There are probably as many definitions of the term data mining as there
are software analytical tool vendors in the market today. As with OLAP, which
could mean almost anything, vendors and industry analysts have adopted the
term data mining somewhat indiscriminately. The result is a blanket defin-
ition that includes all tools employed to help users analyze and understand
their data. In this section, we explore a more narrow definition. Data min-
ing is a set of techniques used in an automated approach to exhaustively
explore and bring to the surface complex relationships in very large datasets.
We discuss only datasets that are largely tabular in nature, having most
likely been implemented in relational database management technology. How-
ever, these techniques can be, have been, and will be applied to other data
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representations, including spatial data domains, text-based domains, and mul-
timedia (image) domains.

A significant distinction between data mining and other analytical tools
is in the approach they use in exploring the data inter-relationships. Many of
the analytical tools available support a verification-based approach, in which
the user hypothesizes about specific by relying on the intuition of the analyst
to pose the original question and refine the analysis based on the results
of potentially complex queries against a database. The effectiveness of this
verification-based analysis is limited by a number of factors, including the
ability of the analyst to pose appropriate questions and quickly return results,
manage the complexity of the attribute space, and think “out of the box.”

Most available analytical tools have been optimized to address some of
these issues. Query-and-reporting tools address ease of use, letting users de-
velop SQL queries through point-and-click interfaces. Statistical analysis pack-
ages provide the ability to explore relationships among a few variables and
determine statistical significance against a population. Multidimensional and
relational OLAP tools precompute hierarchies of aggregations along various
dimensions in order to respond quickly to users’ inquiries. New visualization
tools let users explore higher dimensionality relationships by combining spa-
tial and nonspatial attributes (location, size, color, and so on).

Data mining, in contrast to these analytical tools, uses discovery-based
approaches in which pattern matching and other algorithms are employed to
determine the key relationships in the data. Data mining algorithms can look
at numerous multidimensional data relationships concurrently, highlighting
those that are dominant or exceptional.

2.1.1 Recent Research Achievements

The opportunities today in data mining rest solidly on a variety of research
achievements, the majority of which were the results of government-sponsored
research. In this section, we study a few of the more important ones. Note that
several of them are interdisciplinary in nature, resting on discoveries made by
researchers from different disciplines working together collaboratively.

Neural Networks. Neural networks are systems inspired by the human brain.
A basic example is provided by a back propagation network, which consists
of input nodes, output nodes, and intermediate nodes called hidden nodes.
Initially, the nodes are connected with random weights. During the training,
a gradient descent algorithm is used to adjust the weights so that the output
nodes correctly classify data presented to the input nodes. The algorithm was
invented independently by several groups of researchers.

Tree-Based Classifiers. A tree is a convenient way to break large datasets into
smaller ones. By presenting a learning set to the root and asking questions at
each interior node, the data at the leaves can often be analyzed very simply.
For example, a classifier to predict the likelihood that a credit card transaction
is fraudulent may use an interior node to divide a training dataset into two
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sets, depending upon whether or not five or fewer transactions were processed
during the previous hour. After a series of such questions, each leaf can be
labeled fraud/number-fraud by using a simple majority vote. Tree-based clas-
sifiers were independently invented in information theory, statistics, pattern
recognition, and machine learning.

Graphical Models and Hierarchical Probabilistic Representations. A directed
graph is a good means of organizing information on qualitative knowledge
about conditional independence and causally gleaned from domain experts.
Graphical models generalize Markov models and hidden Markov models,
which have proved themselves to be a powerful modeling tool. Graphical mod-
els were independently invented by computational probabilists and artificial
intelligence researchers studying uncertainty.

Ensemble Learning. Rather than use data mining to build a single predic-
tive model, it is often better to build a collection or ensemble of models and
combine them, say with a simple, efficient voting strategy. This simple idea
has now been applied in a wide variety of contexts and applications. In some
circumstances, this technique is known to reduce variance of the predictions
and therefore to decrease the overall error of the model.

Linear Algebra. Scaling data mining algorithms often depends critically upon
scaling underlying computations in linear algebra. Recent work in parallel
algorithms for solving linear system and algorithms for solving sparse linear
systems in high dimensions is important for a variety of data mining applica-
tions, ranging from text mining to detecting network intrusions.

Large-Scale Optimization. Some data mining algorithms can be expressed as
large-scale, often nonconvex, optimization problems. Recent work has been
providing parallel and distributed methods for large-scale continuous and dis-
crete optimization problems, including heuristic search methods for problems
too large to be solved exactly.

High-Performance Computing and Communication. Data mining requires
statistically intensive operations on large datasets. These types of com-
putations would not be practical without the emergence of powerful and
high-performance clusters of workstations supporting protocols for high-
performance computing such as MPI and MPIO. Distributed data mining
can require moving large amounts of data between geographically separated
sites, something that is now possible with the emergence of wide area high-
performance networks.

Databases, Data Warehouse, and Digital Libraries. The most time-consuming
part of the data mining process is preparing data for data mining. This step
can be streamlined in part if the data is already in a database, data warehouse,
or digital library, although mining data across different databases. Some al-
gorithms, such as association algorithms, are closely connected to databases,
while some of the primitive operations being built into tomorrow’s data ware-
houses should prove useful for some data mining applications.
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Visualization of Massive Datasets. Massive datasets often generated by com-
plex simulation programs, required graphical visualization methods for best
comprehension. Recent advances in multiscale visualization have allowed the
rendering to be done far more quickly and in parallel, making these visualiza-
tion tasks practical.

2.1.2 Data Mining Application Areas

Data mining techniques have been applied successfully in many areas from
business to science and sports. Data mining has been used in database mar-
keting, retail data analysis, stock selection, credit approval, etc. Data mining
techniques have been used in astronomy, molecular biology, medicine, geology,
and many more fields. It has also been used in health care management, tax
fraud detection, money laundering monitoring, and even sports.

Market management. Target marketing, customer relationship management,
market basket analysis, cross-selling, market segmentation.

Risk management. Forecasting, customer retention, improved underwriting,
quality control, competitive analysis.

Fraud management. Fraud detection.

Industrial-specific applications. Banking, finance, and securities: Profitability
analysis (for individual officer branch, product, product group, monitoring
marketing programs and channels, customer data analysis customer segmen-
tation profiling).

Telecommunications and media. Response scoring, marketing campaign man-
agement, profitability analysis, and customer segmentation.

Health care. FAMS (Fraud and Abuse Management System) assisting health
insurance organizations dealing with fraud and abuse: detection, investigation,
settlement, prevention of recurrence.

New Applications

The discipline of data mining is driven in part by new applications, which
require new capabilities not currently being supplied by today’s technology.
These new applications can be naturally divided into three broad categories:

Business & E-commerce Data. Back office, front office, and network applica-
tions produce large amounts of data for business processes. Using this data
for effective decision making remains a fundamental challenge.

Scientific, Engineering, and Health Care Data. Scientific data and metadata
tend to be more complex in structure than business data. In addition, scien-
tists and engineers are making increasing use of simulation and systems with
application domain knowledge.
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Web data. The data on the Web is growing not only in volume but also
in complexity. Web data now includes not only text and image, but also
streaming data and numerical data.

In this section, we describe several such applications from each category.

Business transactions. Today, businesses are consolidating and more and
more businesses have millions of customers and billions of their transactions.
They need to understand risks (Is this transaction fraudulent? Will the cus-
tomers pay their bills?) and opportunities (What is the expected profit of this
customers? What product is this customer most likely to buy next?).

Electronic commerce. Not only does electronic commerce produce large data-
sets in which the analysis of marketing patterns and risks patterns is critical,
but unlike some of the applications above, it is also important to do this in
real or near-real time, in order to meet the demand of on-line transactions.

Genomic data. Genomic sequence and mapping efforts have produced a num-
ber of databases, which are accessible over the Web. In addition, there is also
a wide variety of other on-line databases, including those containing informa-
tion about disease, cellular function, and drugs. Finding relationship between
these data sources, which are largely unexplored, is another fundamental data
mining challenge. Recently, scalable techniques have been developed for com-
paring whole genomes.

Sensor data. Satellites, buoys, balloons, and a variety of other sensors produce
voluminous amounts of data about the earth’s atmosphere, oceans, and lands.
A fundamental challenge is to understand the relationships, including casual
relationships amongst this data. For example, do industrial pollutants affect
global warming? There are also large terabyte to petabyte datasets being
produced by sensors and instruments in other disciplines, such as astronomy,
high-energy physics, and nuclear physics.

Simulation Data. Simulation is now accepted as a third mode of science, sup-
plementing theory and experiment. Today, not only do experiments produce
huge datasets, but so do simulations. Data mining and more generally data
intensive computing is proving to be a critical link between theory, simulation,
and experiment.

Health care Data. Health care has been the most rapidly growing segment of
the nation’s gross domestic product (GDP) for some time. Hospitals, health
care organizations, insurance companies, and the federal government have
large collections of data about patients, their health care problems, the clinical
procedures used, their costs, and the outcomes. Understanding relationships
in this data is critical for a wide variety of problems, ranging from determining
what procedures and clinical protocols are most effective to how best to deliver
health care to most people in an era of diminishing resources.
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Multimedia Documents. Few people are satisfied with today’s technology for
retrieving documents on the Web, yet the number of documents and the num-
ber of people accessing these documents is growing explosively. In addition,
it is becoming increasingly easier to archive multimedia data, including au-
dio, images, and video data, but progressively harder to extract meaningful
information from the archives as the volume grows.

The Data Web. Today the Web is primarily oriented toward documents and
their multimedia extensions. HTML has proved itself to be a simple, yet pow-
erful language for supporting this. Tomorrow the potential exists for the Web
to prove to be equally important for working with data. The extension markup
language (XML) is an emerging language for working with data in networked
environments. As this infrastructure grows, data mining is expected to be a
critical enabling technology for the emerging data Web.

2.1.3 Success Stories

In this section, we briefly describe some success stories involving data mining
and knowledge discovery.

Association Rules. Suppose we have a collection of items. The data for many
applications consists of multiple of one or more items. A basic example is pro-
vided by a supermarket where the items are the products offered for sale and
the transactions are purchases, consisting of one or more products purchased
by an individual at a given time. A fundamental problem is to uncover associ-
ations: which products tend to be purchased together. There has been a lot of
recent work on this problem and a variety of algorithms have been developed
that can discover associations, even in very large datasets, with just a few
passes over the data. A variety of commercial data mining systems support
association rules and they are now routinely applied to a range of problems
from database marketing to product placement for supermarkets. In addition,
association rules algorithms have spurred new research in a variety of areas
from databases to complexity theory.

Fraud Detection. Although relatively few credit card transactions are fraud-
ulent, the sheer volume of transactions means that over $500 million are lost
each year in this way. A variety of data mining techniques have been used to
develop fraud systems, which can detect fraudulent credit card transactions in
near-real time. This problem is challenging due to the size of the datasets, the
rarity of the events of interest, and the performance requirements for near-
real time detection. Data mining has also improved fraud detection in other
application areas, including telecom fraud and insurance fraud.

Astronomical Data. Traditionally, the search of new galaxies, stars, and
quasars has primarily been done by astronomers visually examining individual
photographic plates. Classification algorithms from data mining have recently



30 2 Data Warehousing, Data Mining, and OLAP

been used to automate this process yielding new astronomical discoveries.
The classification algorithms are applied to derive attributes produced by im-
age processing, such as the brightness, area, and morphology of sky objects.
The approach has also proved useful for detecting new objects too faint to be
observed by a manual analysis or traditional computational techniques. For
the 2nd Palomar Observatory Sky Survey, this approach resulted in over a
three-fold increase in the size of the catalog.

Genomic Data. Genomic data is stored all over the world, in a variety of for-
mats and managed by a variety of applications and systems. Recently, systems
have been developed that allow discoveries to be made involving information
distributed over several systems. In particular, the new systems have enabled
for the first time whole genome comparison, gene identification, and whole
genome functional interpretation and analysis. The techniques developed for
analyzing genomic and other types of scientific data can be expected to play
a role in analyzing a broad range of biological data.

Distributed Data Mining. Traditionally, data mining has required that the rel-
evant data be warehoused in a single location. Recently, distributed data min-
ing systems have been exploiting wide area, high-performance net networks,
such as the NSF vBNS network, to mine large amounts of distributed scien-
tific and health care data. Recently, these systems have been setting records
for the sustained movement of very large amounts of data over wide area net-
works. Separately, a prototype has been developed by exploiting distributed
data mining to improve the detection of credit card fraud.

Text Mining. Recently, data mining has been combined with algorithms from
information retrieval to improve the precision and recall the queries on very
large collections of documents. In particular, some of these algorithms have
proved useful in multilingual collections and others have shown their worth in
querying using concepts instead of keywords.

2.1.4 Trends that Affect Data Mining

In this section, we describe five external trends, which promise to have a
fundamental impact on data mining.

Data Trends . Perhaps the most fundamental external trend is the explosion
of digital data mining during the past two decades. During this period, the
amount of data probably has grown between six and ten orders of magni-
tude. Much of this data is accessible via networks. On the other hand, during
the same period the number of scientists, engineers, and other analysts avail-
able to analyze this data has remained relatively constant. For example, the
number of Ph.D.s in statistics graduating each year has remained relatively
constant during this period. Only one conclusion is possible: either most of the
data is destined to be write-only; or techniques, such as data mining, must
be developed, which can automate, in part, the analysis of this data, filter
irrelevant information, and extract meaningful knowledge.
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Hardware Trends. Data mining requires numerically and statistically intensive
computations on large datasets. The increasing memory and processing speed
of workstations enables the mining of dataset using current algorithms and
techniques that were too large to be mined just a few years ago. In addition,
the commoditization of high-performance computing through SMP worksta-
tions and high-performance workstation clusters enables attacking data min-
ing problems that were accessible using only the largest supercomputers of
few years ago.

Network Trends. The next generation Internet (NGI) will connect sites at
OC-3 (155 MBits/sec), speeds and higher. This is over 100 times faster than
the connectivity provided by current networks. With this type of connectivity,
it becomes possible to correlate distributed datasets using current algorithms
and techniques. In addition, new protocol, algorithms, and languages are be-
ing developed to facilitate distributed data mining using current and next
generation networks.

Scientific Computing Trends. As mentioned above, scientists and engineers
today view simulation as a third mode of science. Data mining and knowledge
discovery serve an important role linking the three modes of science: theory,
experiment, and simulation, especially for those cases in which the experiment
or simulation results in large datasets.

Business Trends. Today businesses must be more profitable, react quicker,
and offer higher quality services than ever before, and do it all using fewer
people and at lower cost. With these types of expectations and constraints,
data mining becomes a fundamental technology, enabling business to more
accurately predict opportunities and risks generated by their customers and
their customer’s transactions.

2.1.5 Research Challenges

In this section, we describe some of the major research challenges identified by
the three workshops. The research challenges are divided into five broad areas:
A) improving the scalability of data mining algorithms, B) mining nonvector
data, C) mining distributed data, D) improving the ease of use of the data
mining systems and environments, and E) privacy and security issues for data
mining.

A. Scaling data mining algorithms. Most data mining algorithms today as-
sume that the data fits into memory. Although success on large datasets
is often claimed, usually this is the result of sampling large datasets until
they fit into memory. A fundamental challenge is to scale data mining
algorithms as
the number of records or observations increases;
the number of attributes per observation increases,
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the number of predictive models or rule sets used to analyze a collection
of observation increases; and,
as the demand for interactivity and real-time response increases.
Not only must distributed, parallel, and out-of-memory versions of cur-
rent data mining algorithms be developed, but genuinely new algorithms
are also required. For example, association algorithms today can analyze
out-of-memory data with one or two passes, while requiring only some
auxiliary data be kept in memory.

B. Extending data mining algorithms to new types. Today, most data mining
algorithms work with vector-valued data. It is an important challenge to
extend data mining algorithms to work with other data types, including
1) time series and process data, 2) unstructured data, such as text, 3)
semistructured data, such as HTML and XML documents, 4) multimedia
and collaborative data, 5) hierarchical and multiscale data, and 6) and
collection-valued data.

C. Developing distributed data mining algorithms. Today most data mining
algorithms require bringing all together data to be mined in a single, cen-
tralized data warehouse. A fundamental challenge is to develop distributed
versions of data mining algorithms, so that data mining can be done while
leaving some of the data in place. In addition, appropriate protocols, lan-
guages, and network services are required for mining distributed data to
handle the metadata and mappings required for mining distributed data.
As wireless and pervasive computing environments become more common,
algorithms and systems for mining the data produced by these types of
systems must also be developed.

D. Ease of use. Data mining today is at best a semiautomated process and
perhaps destined to always remain so. On the other hand, a fundamen-
tal challenge is to develop data mining systems, which are easier to use,
even by casual users. Relevant techniques include improving use interface,
supporting casual browsing and visualization of massive and distributed
datasets, developing techniques and systems to manage the metadata re-
quired for data mining, and developing appropriate languages and pro-
tocols for providing causal access to data. In addition, the development
of data mining and knowledge discovery environments that address the
process of collecting, processing, mining, and visualizing data, as well
as the collaborative and reporting aspects necessary when working with
data and information derived from it, is another important fundamental
challenge.

E. Privacy and Security. Data mining can be a powerful means of extracting
useful information from data. As more and more digital data becomes
available, the potential for misuse of data mining grows. A fundamental
challenge is to develop privacy and security models and protocols appro-
priate for data mining and to ensure that next generation data mining
systems and designed from the ground up to employ these models and
protocols.
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2.1.6 Test Beds and Infrastructure

Experimental studies will play a critical role in advancing the field of data
mining. Developed test beds for high performance and distributed data mining
is essential for progress in the field.

The requirements for data mining test beds are different than those for gen-
eral purpose high-performance computing test beds. For example, the comput-
ing resources for data mining test beds are as much disk oriented as processor
oriented; the network resources must be able to move datasets and data el-
ements between geographically distributed sites with guaranteed quality of
service, and a variety of general purpose and specialized data mining software
must be available.

Perhaps the two most difficult challenges in creating data mining test
beds and national resources in data mining are assembling a) the appropriate
datasets and b) the required interdisciplinary and multidisciplinary teams.

2.1.7 Findings and Recommendations

In this section, we list some of the major findings and
recommendations.For all Interested Parties

Data mining and knowledge discovery is a new emerging discipline with both
a scientific and an engineering component that is of strategic importance for
the U.S.A. and of critical importance to future information access technolo-
gies. All interested parties are encouraged to work toward the maturation of
data mining and knowledge discovery, its establishment as a scientific and
engineering discipline in its own right, and the evolution of a community that
includes the relevant traditions and disciplines and put them together in the
proper context.

For the Federal Government

Create programs that encourage the emergence of data mining and knowledge
discovery as an independent discipline. Support interdisciplinary and multi-
disciplinary research projects. Many advances in data mining require teams of
mathematical and statisticians, computer scientists, and application domain
scientists working together to create the appropriate datasets and the required
algorithms and software to analyze them.

Support basic research in computer and information sciences that under-
lies mining, including machine learning, knowledge systems, databases’ high-
performance computing, high-performance networking, and digital libraries.

Support basic research in mathematics and statistics that underlies data
mining, including statistics, probability, applied mathematics, logic, discrete
mathematics, analysis and dynamical systems, linear algebra, and computa-
tional geometry and algebra.
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Support data mining test beds:
The hardware, software, data and consulting requirements for data mining

often outstrip the resources of individual scientists and small research groups.
Supporting national resources and test beds for data mining is important
in order to provide the proper experimental infrastructure required for next
generation data mining experiments.

For Companies

Support applied research in data mining:
Work to develop, implement, and support appropriate privacy and security

models for data mining systems.
Create sanitized versions of real datasets for use by data mining re-

searchers.
Support joint research projects between industry and universities. Support

collaborative test beds and demonstration projects.

For Scientists and Engineers:

As new data is collected and archived, support emerging protocols, languages,
and standards to facilitate the future analysis and mining of the data, espe-
cially by scientists and engineers from other disciplines.

As new data is collected and new systems are built to manage it, ensure
that the best available privacy and security models are used to protect inad-
vertent disclosures of private information.

Provide long-term maintenance and access to datasets created by scientists
and engineers, as well as to the knowledge and information extracted from
them.

Data mining and knowledge discovery are emerging as a new discipline
with important applications to science, engineering, health care, education,
and business. Data mining rests firmly on 1) research advances obtained dur-
ing the past two decades in a variety of areas and 2) more recent technological
advances in computing, networking, and sensors. Data mining is driven by the
explosion of digital data and the scarcity of scientists, engineers, and domain
experts available to analyze it.

Data mining is beginning to contribute research advances of its own, by
providing scalable extension and advances to work in associations, ensemble
learning, graphical models, techniques for on-line discovery, and algorithms
for the exploration of massive and distributed datasets.

Advances in data mining require supporting a) single investigators working
in data mining and the underlying research domains supporting data mining;
b) interdisciplinary and multidisciplinary research groups working on impor-
tant basic and applied data mining problems; and c) the appropriate test beds
for mining large, massive, and distributed datasets. Appropriate privacy and
security models for data mining must be developed and implemented.
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2.2 Evolving Data Mining into Solutions for Insights

The capacity of digital data storage worldwide has doubled every nine months
for at least a decade, at twice the rate predicted by Moore’s law for the growth
of computing power during the same period. This less familiar but noteworthy
phenomenon, which we call storage law, is among the reasons for the increasing
importance and rapid growth of the field of data mining.

The aggressive rate growth of disk storage and the gap between Moore’s
law and storage law growth trends represents a very interesting pattern in
the state of technology evolution. The ability to capture and store data has
far outpaced our ability to process and utilize it. This growing challenge has
produced a phenomenon we call data tombs, or data stores that are effectively
write-only; data is deposited to nearly rest in peace, since in all likelihood it
will never be accessed again.

Data tombs also represent missed opportunities where the data might sup-
port exploration in a scientific activity or commercial exploitation by a busi-
ness organization, the data is potentially valuable information. Without next
generation data mining tools, most will stay unused; hence most of the oppor-
tunity to discover, profit, improve service, or optimize operations will be lost.
Data mining – one of the most general approaches in reducing data in order
to explore analyze and understood it – is the focus of this special section.

Data mining is defined as the identification of interesting structure in data.
Structure designates patterns, statistical or predictive modes of the data, and
relationships among part of the data. Each of these terms – patterns, models,
and relationships – has a concrete definition in the context of data mining.
A pattern is a parsimonious summary of a subset of the data (such as people
who own minivans have children). A model of the data can be a model of the
entire dataset and can be predictive; it can be used to, say, anticipate future
customer behavior (such as the likelihood a customer is or is not happy, based
on historical data of interaction with a particular company). It can also be a
general model (such as a joint probability distribution or set of variables in
the data). However, the concept of interesting is much more difficult to define.

What structure within a particular dataset is likely to be interesting to
a user or task? An algorithm could easily enumerate lots of patterns from a
finite database. Identifying interesting structure and useful patterns among
the plethora of possibilities is what a data mining algorithm must do, and it
must do it quickly over very large databases.

For example, frequent item sets (variable values occurring together fre-
quently in a database of transactions) could be used to answer, say, which
items are most frequently bought together in the same supermarket. Such
an algorithm could also discover a pattern in a demographics database with
exceptionally high confidence that, say, all husbands are males. While true,
however, this particular association is unlikely to be interesting. This same
method did uncover in the set of transactions representing physicians billing
the Australian Government’s medical insurance agency a correlation deemed
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extremely interesting by the agency auditors. Two billing codes were highly
correlated: they were representative of the same medical procedure and hence
had created the potential for double billing fraud. This nugget of information
represented millions of dollars overpayment.

The quest for patterns in data has been studied for a long time in many
fields, including statistics, pattern recognitions, and exploratory data analy-
sis. Data mining is primarily concerned with making it easy, convenient, and
practical to explore very large databases for organizations and users with lots
of data but without years of training as data analysts. The goals uniquely
addressed by data mining fall into certain categories:

Scaling analysis to large databases. What can be done to large datasets that
cannot be loaded and manipulated in main memory? Can abstract data access
primitives embedded in database systems provide mining algorithms with the
information to drive a search for patterns? How might we avoid having to
scan an entire very large database while reliably searching for patterns?

Scaling to high-dimensional data and models. Classical statistical data analy-
sis relies on humans to formulate a model, and then use the data to access the
models fit to the data. But humans are ineffective in formulating hypothesis
when datasets have a large number of variables (possibly thousands in cases
involving demographics and hundreds of thousands in cases involving retail
transactions, Web browsing, and text document analysis). The model derived
from this automated discovery and search process can be used to find lower
dimensional subspaces where people find it easier to understand the aspects
of the problem that are interesting.

Automating search. Instead of relying solely on human analysts to enumerate
and create hypothesis, the algorithms perform much of this tedious and data-
intensive work automatically.

Finding patterns and models understandable and interesting to users. Classi-
cal methodologies for scoring models focus on notions of accuracy (how well
the model predicts the data) and utility (how to measure the benefit of the de-
rived pattern, such as money saved). While these methods are well understood
in decision analysis, the data mining community is also concerned with new
measures, such as the understanding of a model or the novelty of a pattern
and how to simplify a mode for interpretability. It is particularly important
that the algorithms help end users gain insight from data by focusing on the
extraction of patterns that are easily understood or can be turned into mean-
ingful reports and summaries by trading off complexity for understandability.

2.2.1 Trends and Challenges

Among the most important trends in data mining is the rise of “verticalized,”
or highly specialized, solutions, rather than the earlier emphasis on building
new data mining tools. Web analysis, customer behavior analysis, and cus-
tomer relationship management all reflect the new trend; solutions to business
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problems increasingly embed data mining technology, often in a hidden fash-
ion, into the application. Hence, data mining applications are increasingly
targeted and designed specifically for end users. This is an important and
positive departure from most of the field’s earlier work, which is used to focus
on building mining tools for data mining experts.

Transparency and data fusion represent two important challenges for the
growth of the data mining market and technology development. Transparency
concerns the need for an end user-friendly interface, whereby the data mining
is transparent as far as the user is concerned. Embedding vertical applications
is a positive step toward addressing this problem, since it is easier to generate
explanations from models built in a specific context. Data fusion concerns a
more pervasive infrastructure problem: where is the data that has to be mined?
Unfortunately, most efforts at building the decision-support infrastructure,
including data warehouses, have proved to be big, complicated, and expensive.
Industry analysts report failure of a majority of enterprise data warehousing
efforts. Hence, even though the data accumulates in stores, it is not being
organized in a format that is easy to access for mining or even for general
decision support.

Much of the problem involves data fusion. How can a data miner consis-
tently reconcile a variety of data sources? Often labeled as data integration,
warehousing, or IT initiatives, the problem is also the unsolved prerequisite to
data mining. The problem of building and maintaining useful data warehouses
remains one of the great obstacles to successful data mining. The sad reality
today is that before users get around to applying a mining algorithm, they
must spend months or years bringing together the data sources. Fortunately,
new disciplined approaches to data warehousing and mining are emerging as
part of the vertical solutions approach.

2.3 Knowledge Extraction Through Data Mining

Data mining is the process of sifting through and analyzing rich sets of domain
specific data and then extracting the information and knowledge in the form
of new relationships, patterns, or clusters for decision making purposes. Thus
data mining is a form of knowledge discovery essential for solving problems
in a specific domain.

The term KDD denotes the overall process of extracting the high-level
knowledge from low-level data. The multitude of terms used for KDD in-
cludes data or information harvesting, data archeology, functional dependency
analysis, knowledge extraction, and data pattern analysis.

Conventionally data mining refers to the act of extracting patterns or
models from data (be it automated or human assisted). However many steps
precede the data mining step: retrieving the data from large warehouse (or
some other source), selecting the appropriate subset to work with, deciding
on the appropriate sampling strategy, cleaning the data and dealing with
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missing fields, and applying the appropriate transformations, dimensionality
reduction, and projections. The data mining step then fits models to or ex-
tracts patterns from, the preprocessed data. However, to decide whether this
extracted information does represent knowledge, one needs to evaluate this
information, perhaps visualize it, and finally consolidate it with existing (and
possibly contradictory) knowledge. Obviously these steps are all on the critical
path from data to knowledge. Furthermore any one step can result in changes
in preceding or succeeding steps often requiring starting from scratch with
new choices and settings. Hence in the definition, data mining is just a step
in the overall KDD process.

The concept was born about ten years ago. The interest in the data mining
field and its exploitation in different domains (marketing, finance, banking,
engineering, health care, power systems, meteorology, etc.) has been increas-
ingly recently due to a combination of factors. They include:

• the emergence of very large amount of data (terabytes – bytes – of data)
due to computer-automated data measurement and/or collection, digital
recording, centralized data archives, and software and hardware simula-
tions.

• the dramatic cost decrease of mass storage devices
• the emergence and growth of fielded database management systems
• the advances in computer technology such as faster computers and parallel

architectures
• the continuous developments in automatic learning techniques
• the possible presence of uncertainty in data (noise, outliers, missing infor-

mation).

The general purpose of data mining is to process the information from the
enormous stock of data we have or that we may generate, so as to develop
better ways to handle data and support future decision making. Sometimes,
the pattern to be searched for and the models to be extracted from data
are subtle, and require complex calculus and/or significant specific domain
knowledge. Or even worse, there are situations where one would like to search
for patterns that humans are not well suited to find, even if they are good
experts in the field. For example, in many power system-related problems
one is faced with high-dimensional datasets that cannot be easily modeled
and controlled on the whole, and therefore automatic methods capable of
synthesizing structures from such data become a necessity.

This section presents the concept of data mining and aims at providing an
understanding of the overall process and tools involved: how the process turns
out, what can be done with it, what are the main techniques behind it, and
which are the operational aspects. We aim also at describing a few examples
of data mining applications, so as to motivate the power system field as a very
opportune data mining application.
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2.3.1 Data Mining Process

Data mining process consists of three major steps. Of course, it all starts with
a big pile of data. The first processing step is data preparation often referred
to as “scrubbing the data.” Data is selected, cleaned, and preprocessed under
the guidance and knowledge of a domain expert. The most time-consuming
part of the data mining process is preparing data for data mining. This step
can be streamlined in part if the data is already in a database, data warehouse,
or digital library, although mining data across different databases, for exam-
ple, is still a challenge. Second, a data mining algorithm is used to process the
prepared data, compressing and transforming it to make it easy to identify
any latent valuable nuggets of information. In the second step in data mining,
once the data is collected and preprocessed, the data mining algorithms per-
form the actual sifting process. Many techniques have been used to perform
the common data mining activities of associations, clustering, classification,
modeling, sequential patterns, and time series forecasting. These techniques
range from statistics to rough sets to neural networks.

The third phase is the data analysis phase, where the data mining out-
put is evaluated to see if additional domain knowledge was discovered and
to determine the relative importance of the facts generated by the mining
algorithms.

The final step is the analysis of the data mining results or output. In some
cases the output is in a form that makes it very easy to discern the valuable
nuggets of information from the trivial or uninteresting facts. The relation-
ships are represented in if-then rules form. With rules recast into textual form,
the valuable information is much easier to identify. In other cases, however,
the results will have to be analyzed either visually or through another level
of tools to classify the nuggets according to the predicted value.

Whatever be the data mining algorithm used, the results will have to
be presented to the user. A successful data mining application involves the
transformation of raw data into a form that is more compact and more un-
derstandable, and where relationships are explicitly defined.

For most data mining applications, the relatively clean data that resides
in the corporate data warehouse must usually be refined and processed be-
fore it undergoes the data mining process. This preprocessing might involve
joining information from multiple tables, selecting specific rows or records of
data, and it most certainly include selecting the columns or fields of data
that need to be looked at in the data mining step. Often two or more fields
are combined to represent ratios or derived values. This data selection and
manipulation process is usually performed by someone with a good deal of
knowledge about the problem domain and the data related to the problem
under study. Depending on the data mining algorithm involved, that data
might need to be formatted in specific ways (such as scaling of numeric
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data) before it is processed. Hence data preparation is crucial to successful
data mining application.

The data mining process consists of three major steps.

(1) Data Preparation: Data is selected, cleaned, and preprocessed under the
guidance and knowledge of domain experts who capture and integrate
both the internal and external data into a comprehensive view that en-
compasses the whole organization.

(2) Data mining algorithm: Data mining algorithm is used to mine the inte-
grated data to enable easy identification of any valuable information.

(3) Data Analysis Phase: Data mining output is evaluated to see if the domain
knowledge discovered is in the form of rules extracted out of the network.
The overall data mining process is shown in Fig 2.1.

In general, once the data is prepared, a neural network is used to build a
model based on the data. When the model is ready then it opens a way to
complete automation of the process as shown in Fig 2.2.

Data mining consists of five major elements:

Extract, transform, and load transaction data onto the data warehouse sys-
tem.

Store and manage the data in a multidimensional database system.
Provide data access to business analysts and information technology profes-

sionals.
Analyze the data by application software.
Present the data in a useful format, such as a graph or table.
The typical KDD process is illustrated in Fig. 2.3.

By definition, data mining is the nontrivial process of extracting valid,
previously unknown, comprehensible, and useful information from large data-
bases and using it. It is an exploratory data analysis, trying to discover useful
patterns in data that are not obvious to the data user.

What is a database (DB)? It is a collection of objects (called tuples in the
DB jargon, examples in machine learning or transactions in some application
fields), each one of which is described by a certain number of attributes, which
provide detailed information about each object. Certain attributes are selected
as input attributes for a problem, certain ones as outputs (i.e., the desired
objective: a class, a continuous value, etc.). Table 2.1 shows some examples
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of hourly energy transactions recorded in a data for a power market analysis
application (each row of the table corresponds to an object and each column
indicates one attribute, e.g., buyer, quantity, price). In such an application, the
power system is considered as a price-based market with bilateral contracts
(i.e., direct contracts between the power producers and users or broker outside
of a centralized power pool), where the two parties, the buyer and the seller,
could be utility distribution companies, utility and nonutility retailers (i.e.,
energy service providers), independent generators (i.e., independent power
producers), generation companies, or end customers (as single customers or
as parts of aggregated loads). The example will be used further in order to
exemplify the techniques implied in the data mining.

Usually, one of the first tasks of a data mining process consists of summa-
rizing the information stored in the database, in order to understand well its
content. This is done by means of statistical analysis or query-and-reporting
techniques. Then more complex operations are involved, such as identifying
models, which may be used to predict information about future objects. The
term supervised learning (known as “learning with a teacher”) is implied in
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Table 2.1. Example of a database

Buyer Seller Date Hour
ending

Product/
Service

Quantity Unitary
Price (%)

Transaction
Price (Price

Units)

A B 23 Feb. 9 a.m. Energy 20 MWh 100 2000

1998
A C 23 Feb. 11 a.m. Energy 50 MWh 80 4000

1998
D A 5 Apr. 9 a.m. Energy 30 MWh 150 4500

1998
A B 9 Apr. 2 p.m Spinning 10 MW 100 1000

1998 Reserve
E B 15 May 4 a.m Energy 30 MWh 70 2100

1998
E C 15 May 5 a.m Spinning 20 MW 200 4000

1998 Reserve
E B 31 July 8 a.m Spinning 10 MW 100 1000

1998 Reserve

mining data in which for each input of the learning objects, the desired out-
put objective is known and implicated in leaning. In unsupervised learning
approaches (“learning by observation”) the output is not provided or not
considered at all, and the method learns by itself only from input attribute
values.

Notice that generally only about 10% of the total collected data is ever
analyzed (not only means of data mining). Many companies realize the poor
quality of their data collection only when a data mining analysis is started on
it. The databases are usually very expensive to create and maintain, and for
a small additional investment in mining them, highly profitable information
may be discovered hidden in the data. Thus, the classical scenario is as follows:
a company realizing that there might be “nuggets” of information in the data
they process starts building a long-term repository (a data warehouse) to store
as much data as possible (e.g., by recording systematically all purchases by
individual customers of a supermarket); then they would launch a pilot DM
study in order to identify actual opportunities; finally some of the applications
identified as interesting would be selected for actual implementation.

However, apart from the “cheaply” collected or already available data,
there are some applications of data mining where the data is produced by
computer simulations or expensive real experiments. For example, in the case
where future yet unknown situations have to be forecast, or in fields where
security aspects are analyzed for a system (computer system, power system,
or banking system) when the history does not provide fortunately negative
examples, one may use Monte Carlo simulations in order to generate a DB
automatically and this is itself a nontrivial task.

The usual film when a company or a holder of a big amount of data decides
that the information he has collected is worthy of being analyzed unfolds like
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this: he comes with the data to the data miner (e.g., a consultant), the data
miner first gets familiar with the field of application and with the application
specifics, then depending on the data mining software he has, he will select a
portion of the available data and apply those techniques he expects to give him
more knowledge in terms of some established objectives. In case the results of
this combination of tools do not give to the interested one any improvement
in the existing knowledge about the subject, either the miner gives up (it is
indeed possible that this process yields only uninteresting results), or he tries
to go further by implementing new methods for mining the specific data (e.g.,
for a temporal problem of early anomalies detection, a temporal decision tree
may offer more valuable results than a decision tree).

Who is a data miner? – some person, usually with background in computer
science or in statistics and in the domain of interest, or a couple of specialists,
one in data mining, one in the domain of interest, who is able to perform
the steps of the data mining process. The miner is able to decide how much
iterative the whole process is and to interpret the visual information he gets
at every substep.

In general the data mining process iterates through five basic steps:

• Data selection. This step consists of choosing the goal and the tools of
the data mining process, identifying the data to be mined, then choosing
appropriate input attributes and output information to represent the task.

• Data transformation. Transformation operations include organizing data
in desired ways, converting one type of data to another (e.g., from sym-
bolic to numerical), defining new attributes, reducing the dimensionality of
the data, removing noise, “outliers,” normalizing, if appropriate, deciding
strategies for handling missing data.

• Data mining step per se. The transformed data is subsequently mined,
using one or more techniques to extract patterns of interest. The user
can significantly aid the data mining method by correctly performing the
proceeding steps.

• Result interpretation and validation. For understanding the meaning of
the synthesized knowledge and its range of validity, the data mining ap-
plication tests its robustness, using established estimation methods and
unseen data from the database. The extracted information is also assessed
(more subjectively) by comparing it with prior expertise in the application
domain.

• Incorporation of the discovered knowledge. This consists of presenting the
results to the decision maker who may check/resolve potential conflicts
with previously believed or extracted knowledge and apply the new dis-
covered patterns.

Figure 2.3 presents schematically the whole process, by showing what happens
with the data: it is preprocessed, mined, and postprocessed, the result being a
refinement in the knowledge about the application. The data mining process
is iterative, interactive, and very much a trial-and-error activity.
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Visualization plays an important role. Because we find it difficult to
emulate human intuition and decision making on a machine, the idea is to
transform the derived knowledge into a format that is easy for humans to di-
gest, such as images or graphs. Then, we rely on the speed and capability
of the human user visual system to spot what is interesting at every step of
the data mining process: preliminary representation of data, domain specific
visualization, or result presentation.

From the point of view of software structure, there are two types of possible
implementation:

• The one called data mining “in place”: the learning system accesses the
data through a database management system (DBMS) and the user is able
to interact with both the database (by means of queries) and the data
mining tools. The advantage is that the approach may handle very large
database and may exploit the DBMS (e.g., the handling of distributed
data).

• The one called data mining “offline”: the objects are first loaded in the
data mining software, with a translation into a particular form, outside
the database, and the user interacts mainly with the data mining software.
They allow to use the existing machine learning systems with only minor
modification in implementation, and it may be faster but are generally
limited to handle medium-sized datasets, which can be represented in main
memory (up to several hundred Mbytes)

What can be done in the Data Mining step? - Depending mainly on the
application domain and the interest of the miner, one can identify several
types of data mining tasks for which data mining offers possible answers. We
present them so that they are usually implied in the process. Possible results
for each one of these tasks are provided by considering the example in table 1
as the database to be mined:
Summarization: Summarization is the abstraction or generalization of the
data. A set of task relevant data is summarized and abstracted. This results
in a smaller set, which gives a general overview of the data, usually with
aggregate information. It aims at producing compact and characteristic de-
scription for a given set of data. It can take multiple forms: numerical (simple
descriptive statistical measures like means, standard deviations, and so on),
graphical (histograms, scatter plots, to name a few), or the form of “if-then”
rules. It may provide descriptions about objects in the whole database or in
selected subsets. Example of summarization: “the minimum unitary price for
all the transactions with energy is 70 price units” (see table.1).
Clustering. A clustering problem is an unsupervised learning problem, which
aims at finding in the data clusters of similar objects sharing a number of
interesting properties. It may be used in data mining to evaluate similarities
among data, build a set of representative prototypes, analyze correlations
between attributes, or automatically represent a dataset by a small number
of regions, preserving the topological properties of the original input space.
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Example of a clustering result: “from the seller B point of view, buyers A and
E are similar customers in terms of total price of the transactions done in
1998”.

Clustering approaches address segmentation problems. These approaches
assign records with a large number of attributes into a relatively small set
of groups or “segments.” This assignment process is performed automatically
by clustering algorithms that identify the distinguishing characteristics of the
dataset and then partition the n-dimensional space defined by the dataset
attributes along natural leaving boundaries. There is no need to identify the
groupings desired or the attributes that should be used to segment the dataset.

Clustering is often one of the first steps in the data mining analysis. It
identifies groups of related records that can be used as a starting point for
exploring further relationships. This technique supports the development of
population segmentation models, such as demographic-based customer seg-
mentation. Additional analyses using standard analytical and other data min-
ing techniques can determine the characteristics of these segments with respect
to some desired outcome. For example, the buying habits of multiple popula-
tion segments might be compared to determine those segments that need to
be targeted for a new sales campaign.
Classification. A classification problem is a supervised learning problem where
the output information is a discrete classification, i.e., given an object and
its input attributes the classification output is one of the possible mutually
exclusive classes of the problem. The aim of the classification task is to discover
some kind of relationship between the input attributes and the output class,
so that the discovered knowledge can be used to predict the class of a new
unknown object. Example of a derived knowledge rule, which classifies sales
made early in the day (a sale is said to be early if it was made between 6
a.m. and 12 a.m.): “if the product is energy then the sale is likely to be early
(confidence 0.75)”.

This technique is used to classify database records into a number of prede-
fined classes based on certain criteria. For example, a restaurant chain could
mine customer purchase data to determine when customers visit and what
they typically order. Classification involves associating an observation with
one of several labels called classes. Classification provides a mapping from
attributes to specified groupings. Once the data is classified the traits of these
specific groups can be summarized. In this chapter also, pattern classification
is done to identify the specific class of each test pattern.

Classification, perhaps the most commonly applied data mining technique,
employs a set of preclassified examples to develop a model that can classify
the population of records at large. Fraud detection and credit-risk applications
are particularly well suited to this type of analysis. This approach frequently
employs decision tree or neural network-based classification algorithms. The
use of classification algorithms begins with a training set of preclassified
example transactions. For a fraud detection application, this would include
complete records of both fraudulent and valid activities, determined on a



46 2 Data Warehousing, Data Mining, and OLAP

record-by-record basis. The classifier training algorithm uses these preclassi-
fied examples to determine the set of parameters required for proper discrim-
ination. The algorithm then encodes these parameters into a model called
classifier.

The approach affects the explanation capability of the system. Once an
effective classifier is developed, it is used in a predictive mode to classify new
records into these same predefined classes. For example, a classifier capable
of identifying risky loans could be used to aid in the decision of whether to
grant a loan to an individual.

Regression. A regression problem is a supervised learning problem of building
a more or less transparent model, where the output information is a continuous
numerical value or a vector of such values rather than a discrete class. Then
given an object, it is possible to predict one of its attributes by means of the
attributes, by using the built model. The prediction of numerical values may
be done by classical or more advanced statistical methods and by “symbolic”
methods often used in the classification task. Example of a model derived
in a regression problem: “when buyer A buys energy, there exists a linear
dependence between the established unitary price and the quantity he buys.”

Dependency modeling. A dependence modeling problem consists in discover-
ing a model, which describes significant dependencies among attributes. These
dependencies are usually expressed as “if-then” rules in the form “if antecedent
is true then consequent is true,” where both the antecedent and the conse-
quent of the rule may be any combination of attributes, rather than having
the same output in the consequent like in the case of the classification rules.
Example: such a rule might be “if product is energy then transaction price is
larger than 2000 price units.”

Deviation detection. This is the task focusing in discovering the most sig-
nificant changes or deviations in the data between the actual content of the
data and its expected content (previously measured) or normative values. It
includes searching for temporal deviations (important changes in data with
time) and group deviations (unexpected differences between two subsets of
data). In our example, deviation detections could be used in order to find
main differences between sales patterns in different periods of the year.

Temporal problems. In certain applications it is useful to produce rules, which
take into account explicitly the role of time. There are databases containing
temporal information, which may be exploited by searching for similar tempo-
ral patterns in data or learn to anticipate some abnormal situations in data.
Example: “a customer buying energy will buy spinning reserve later on (con-
fidence 0.66),” or “if total quantity of daily transactions is less than 100 piece
units during at least 1 month for a client, the client is likely to be lost.”

Causation modeling. This is a problem of discovering relationships of cause
and effect among attributes. A casual rule of type “if-then” indicates not only
that there is a correlation between the antecedent and the consequent of the
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rule, but also that the antecedent causes the consequent. Example: “decreasing
energy price will result in more sold energy daily.”

What techniques are behind all these tasks? - The enumerated types of
data mining tasks are based on a set of important techniques originating in ar-
tificial intelligence paradigms, statistics, information theory, machine learning,
reasoning with uncertainty (fuzzy sets), pattern recognition, or visualization.
Thus, a data mining software package is supported to varying degrees by a
set of technologies, which nearly always includes:

• Tree and rule induction. Machine learning (ML) is the center of the data
mining concept, due to its capabilities to gain physical insight into a prob-
lem, and participate directly in data selection and model search steps.
To address problems like classifications (crisp and fuzzy decision trees),
regression (regression tree), time-dependent prediction (temporal trees),
ML field is basically concerned with the automatic design of “if-then”
rules similar to those used by human experts. Decision tree induction, the
best known ML framework, was found to be able to handle large scale
problems due to its computational efficiency, provide interpretable results
and in particular, able to identify the most representative attributes for a
given task.

• Association rules. These techniques identify affinities among the collection
as reflected in the examined records. These affinities are often expressed
as rules. Given a set of transactions, where each transaction is a set of
literal, an association rule is a set of literals, the association rule is an
expression of the form X ⇒ Y, where X and Y are set of items. The
intuitive meaning of such a rule is that a transaction of the database
that contains X tends to contain Y. Association rule generators are a
powerful data mining technique used to search through an entire dataset,
for rules revealing the nature and frequency of relationships or associations
between data entities. The resulting associations can be used to filter the
information for human analysis and possibly to define a prediction model
based on observed behavior.

• Clustering methods. They are used often in the data selection preprocessing
step, due to the property of learning unsupervised similarities between
objects and reducing the search space to a set of most important attributes
for the application, or to a finite set of objects “alike.” The most frequently
used clustering method is the k-means method, which identifies a certain
number of groups of similar objects; it may be used in combination with
the nearest-neighbor rule, which classifies any new object in the group most
similar (most near) to it. This method may also be used in order to identify
outliers in a database. For example, by using this technique it might be
possible in our example to identify groups of similar sales (large quantity
and cheap unitary price versus small quantity and expensive unitary price)
and to find out that some of the sales are outliers (e.g., small quantity and
cheap). Then a supervised learning technique might be used in order to
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find a rule to characterize these abnormal sales, in terms of attributes
(seller, buyer, product, date, etc.).

• Artificial neural networks. Nonlinear predictive models learn through
training and resemble biological neural networks in structure. Neural
network has probably been of greater interest through the formative
stages of data mining technology. True neural networks are biological sys-
tems that detect patterns, make predictions, and learn. Artificial neural
networks are computer programs implementing sophisticated pattern de-
tection. Although artificial neural networks cannot completely mimic the
human brain and have some limitations, they have the advantage of being
a highly accurate predictive model, which can be applied across a large
number of problems.

They are recognized in the automatic learning framework as “universal
approximators,” with massively parallel computing character and good gener-
alization capabilities, and also as black boxes due to the difficulty in obtaining
insight into the relationship learned. They are used within the data mining
step: to generate a regression model that can predict future behavior, on the
basis of a database with input–output pairs of continuous numerical historical
information (the neural network acts like a mapping, associating numerical
outputs to any new object of known attributes values), and to automatically
represent a dataset by a small number of representative prototypes, preserv-
ing the topological properties of the original attribute space (unsupervised
learning).

• Statistical techniques such as linear regression, discriminant analysis, or
statistical summarization. Classical statistical approaches include Bayesian
network, regression analysis, correlation analysis, and cluster analysis.
Modern statistical approach is the nearest neighbor method. An optimal
model, based on a defined statistical measure, is searched among the pat-
terns and regularities are then drawn from the model. K-nearest neighbor
technique classifies each record in a dataset based on a combination of the
classes of the k record(s) most similar to it in a historical dataset (where
k > 1). It is sometimes called the k-nearest neighbor method.

• Visualization techniques: In this method data is transformed into visual
objects such as dots, lines, and areas. The data is then displayed in a two-
or three-dimensional space. Users can interactively explore the interesting
spots by visual examination. In the visual interpretation of complex re-
lationships in multidimensional data, graphic tools are used to illustrate
data relationships.

Visualization of Massive Datasets: Massive datasets often generated by com-
plex simulation programs, required graphical visualization methods for best
comprehension. Recent advances in multiscale visualization have been allow-
ing the rendering to be done far more quickly and in parallel, making these
visualization tasks practical.



2.3 Knowledge Extraction Through Data Mining 49

Histograms (estimate the probability distribution for a certain numerical
attribute given a set of objects), scatter plots (provide information on the rela-
tion between two numerical attributes and a discrete one), three-dimensional
maps, dendrograms (a correlation analysis between attributes or objects) help
in visualization.

In addition, some DM packages include genetic algorithms (optimization
techniques based on the concepts of genetic combination, mutation, and nat-
ural selection), sequential patterns discovery (group objects with the same
succession of given attribute values over a time period), time-series similarity
(detect similar time series over a period of time), Bayesian belief networks
(graphical models that encode probabilistic relationships among variables of
interest, systems able to learn causal relationships), neurofuzzy systems (fuzzy
inference systems that incorporate the learning and generalization abilities of
neural works).
Genetic Algorithms. Optimization techniques use processes such as genetic
combination, mutation, and neural selection in a design based on the concepts
of natural evolution. Although genetic algorithms can be classified generally as
an emerging science, it has a wide variety of applications in real-life situations.

The three main areas are:

(i) Optimization: Genetic algorithms can be used to automatically determine
the optimal values for the variables that optimize the function.

(ii) Prediction: Genetic algorithms have been used at metalevel operations
that are used to help optimize other data mining algorithms. For example,
in optimizing weights in a neural network.

(iii) Simulation: Sometimes a specific problem is not well defined in terms of
what the result is or whether one solution is better than the other. In
such cases simulation can be done through genetic algorithms. GAs are
systems that can solve a complex problem by arriving at pretty good
solutions without a complete understanding of the problem.

Trend analysis. Time series data are records accumulated over time. For ex-
ample, a company’s sales, a customer’s credit card transactions, and stock
prices are all time series data. Such data can be viewed as objects with an at-
tribute time. The objects are the snapshots of entities with values that change
over time.
Sequencing. This technique helps identify patterns over time, thus allowing
different analysis methods. The input data is a set of sequence called data
sequence. Each data sequence is a list of transactions where each transaction
is a set of items. A sequential pattern consists of a list of items. The problem is
to find all sequential patterns with a user-specified minimum support, where
the support of a sequential pattern is the percentages of data sequence that
contain patterns.

Even if we wish to consider data mining tools like toolboxes of multiple
techniques able to perform a complete data analysis, the reality is not yet so,
the market offering presently only partially equipped products.
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DM techniques are different one from another in terms of problem rep-
resentation, parameters to optimize, accuracy, complexity, run time, trans-
parency, and interpretability. Making a compromise between accuracy and
complexity (by means of pruning techniques), enhancing the comprehension
of derived patterns, and fitting to avoid the over fitting (a problem that ap-
pears when the model to be extracted is too complex with respect to the
information provided in the learning set) are common features for all tech-
niques.

2.3.2 Operational Aspects

The success of mining some data is induced by a list of factors:

The right tools. A distinctive feature of data mining software is the quality of
its algorithms, the effectiveness of the techniques, and sometimes their speed.
In addition, the efficiency of using the hardware, the operating system, the
database resource, and the parallel computing influence the process. Moreover,
it turns out that the particular set of tools useful in a given applications are
highly dependent on the practical problem. Thus at the prototyping step, it
is useful to have available a broad enough set of techniques so as to identify
interesting applications. However, in the final product used for actual field
implementation it is often possible to use only a small subset of the latter
tools. Customizing data mining techniques to the application domain and
using methods that are reliable means to the proposed goal may enhance the
process of extracting useful information.

The right data. The data to be mined should contain information worth min-
ing: consistent, cleaned, and representative for the application. Of course, it
is useless to apply data mining to an invalid database with high measure-
ment or estimation data errors, or to try to precisely estimate numerical out-
puts, which present a priori high noise. A data mining tool ideally explains as
much information as is stored in the data that is mined (a derived model is
strongly dependent on the learning set used), and sometimes it is not what is
in the data that matters for an application (wrong attributes, wrong selected
sample).

An important part of data mining result errors are due to uncertainties in
modeling and generation of objects in certain databases discordant with the
real probabilities of phenomena appearances in the system. That is why the
data mining errors often do not have a meaning by themselves; rather they
just provide a practical means of comparing efficiencies of different criteria
applied to the same database.

The right people. Regardless of what many producers of data mining tools
claim, data mining is not (yet) an “automatic” operation with little or no
human intervention. On the contrary, the human analyst plays an important
role, mostly in the areas of data selection and data/knowledge interpretation.
The data miner should have an understanding of the data under analysis and
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the domain or industry to which it pertains. It is more important for the
mining process to embrace the problems of the application meant to solve,
than to incorporate the hottest technologies in the data mining software.

The right application. Almost always a problem well posed is already a par-
tially solved problem. It is important to clearly define the goals and choose
the appropriate objectives so as to yield a significant impact on the underlying
decision making process.

The right questions. An important issue is how the data mine structures a
data analysis problem so that the right question can be asked, knowing how
easy and useless it is to give the right answer to the wrong question.

The right sense of uncertainty. Data miners are more interested in under-
standing than accuracy or predictability per se. Often even the best methods
of search will leave the data miner with a range of uncertainties about the
correct model or the correct prediction.

2.3.3 The Need and Opportunity for Data Mining

Many of the techniques used by today’s data mining tools have been around
for many years, having originated in the artificial intelligence research of the
1980s and early 1990s. Yet these tools are only now being applied in the
artificial to large-scale database systems. The confluence of several key trends
is responsible for this new usage.

Widespread Deployment of High-Volume Transactional Systems. Over the
past 15 to 20 years, computers have been used to capture detailed transaction
information in a variety of corporate enterprises. Retail sales, telecommu-
nications, banking, and credit card operations are examples of transaction-
intensive industries.

These transactional systems are designed to capture detailed information
about every aspect of business. Only five years ago, database vendors were
struggling to provide systems that could deliver several hundred transactions
per minute.

Information as a Key Corporate Asset. The need for information has resulted
in the proliferation of data warehouses that integrate information from mul-
tiple, disparate operational systems to support decision making. In addition,
they often include data from external sources, such as customer demographics
and household information.

Widespread Availability of Scalable Information Technology. Recently, there
has been widespread adoption of scalable, open systems-based information
technology. This includes database management systems, analytical tools,
and, most recently, information exchange and publishing through Intranet
services.
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These factors put tremendous pressure on the information “value chain.”
On the source side, the amount of raw data stored in corporate data ware-
houses is growing rapidly. The “decision space” is too complex; there is too
much data and complexity that might be relevant to a specific problem. And
on the sink side, the knowledge required by decision makers to chart the
course of a business places tremendous stress on traditional decision-support
systems. Data mining promises to bridge the analytical gap by giving knowl-
edge workers the tools to navigate this complex analytical space.

2.3.4 Data Mining Tools and Techniques

Data mining applications can be described in terms of three-level application
architecture. These layers include applications, approaches, and algorithms
and models. These three layers sit on top of the data repository. We dis-
cuss these three levels in the following sections the characteristics of the data
repository are addressed in the implementation section that follows.

Applications

We can classify data mining applications into sets of problems that have simi-
lar characteristics across different application domains. The parameterization
of the application is distinct from industry to industry and application to
application. The same approaches and underlying models used to develop
a fraud-detection capability for a bank can be used to develop medical in-
surance fraud detection applications. The difference is how the models are
parameterized – for example, which of the domain specific attributes in the
data repository are used in the analysis and how they are used.

Approaches

Each data mining application class is supported by a set of algorithmic ap-
proaches used to extract the relevant relationship in the data: association,
sequence-based analysis, clustering, classification, and estimation. These ap-
proaches differ in the classes of problems they are able to solve.

Association. Association approaches address a class of problems typified by
a market-basket analysis. Classic market-basket analysis treats the purchase
of a number of items (for example, the contents of a shopping basket) as a
single transaction. The goal is to find trends across large numbers of trans-
actions that can be used to understand and exploit natural buying patterns.
This information can be used to adjust inventories, modify floor or shelf lay-
outs, or introduce targeted promotional activities to increase overall sales, or
move specific products. While these approaches had their origins in the retail
industry, they can be applied equally well to services that develop targeted
marketing campaigns or determine common (or uncommon) practices. In the
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financial sector, association approaches can be used to analyze customers’
account portfolios and identify sets of financial services that people often pur-
chase together. They may be used, for example, to create a service “bundle”
as part of a promotional sales campaign.

Association approaches often express the resultant item affinities in terms
of confidence-rated rules, such as, “80% of all transactions in which beer was
purchased also included potato chips.” Confidence thresholds can typically be
set to eliminate all but the most common trends. The results of the association
analysis (for example, the attributes involved in the rules themselves) may
trigger additional analysis.

Sequence-based analysis. Traditional market-based analysis deals with a col-
lection of items as part of a point-in-time transaction. A variant of this prob-
lem occurs when there is additional information to tie together a sequence
of purchases (for example, an account number, a credit card, or a frequent
buyer/flyer number) in a time series. In this situation, not only may the co-
existence of items within a transaction be important, but also the order in
which those items appear across ordered transactions and the amount of time
between transactions.

Rules that capture these relationships can be used, for example, to identify
a typical set of precursor purchases that might predict the subsequent pur-
chase of a specific item. In health care, such methods can be used to identify
both routine and exceptional courses of treatment, such as multiple procedures
over time.

Estimation. A variation on the classification problem involves the generation
of scores along various dimensions in the data. Rather than employing a binary
classifier to determine whether a loan applicant is a good or bad risk, this
approach generates a credit-worthiness “score” based on a prescored training
set.

Other techniques. Additional approaches used in conjunction with these and
other analytical techniques include case-based reasoning, fuzzy logic, genetic
algorithms, and fractal-based transforms. Fractal-based transforms (relatively
new as data analysis tools) are interesting in that they are also used as ag-
gressive, lossless data compression algorithms. Hence, there is the possibility
that pattern-matching approaches based on these techniques could exploit
substantially reduced dataset sizes to increase performance. Each of these
has its own strengths and weaknesses in terms of the problem characteristics
best addressed, discrimination capabilities, performance, and training require-
ments. The algorithms are often tunable using a variety of parameters aimed
at providing the right balance of fidelity and performance.

Algorithms and Models

The promise of data mining is attractive for executives and IT professionals
looking to make sense out of large volumes of complex business data. The
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promise that programs can analyze an entire data warehouse and identify the
key relationships relevant to the business is being pushed as a panacea for all
data analysis woes. Yet this image is far from reality.

Today’s data mining tools have typically evolved out of the pattern recog-
nition and artificial intelligence research efforts of both small and large soft-
ware companies. These tools have a heavy algorithmic component and are
often rather “bare” with respect to users for interfaces, execution control, and
model parameterization. They typically ingest and generate Unix flat files
(both control and data files) and are implemented using a single-threaded
computational model.

This state of affairs presents challenges to users that can be summed up
in a sort of “tools gap.” The gap caused by a number of factors require sig-
nificant pre- and postprocessing of data to get the most out of a data mining
application. Preprocessing activities include the selection of appropriate data
subsets for performance and consistency reasons, as well as complex data
transformations to bridge the representation gap. Postprocessing often in-
volves subselection of voluminous results and the application of visualization
techniques to provide added understanding. These activities are critical to
effectively address key implementation issues such as:

Susceptibility to “dirty” data: Data mining tools have no higher-level model
of the data on which they operate. They have no application-oriented (se-
mantic) structure and as such, they simply take everything that are given
as factual and draw the resulting conclusions. Users must take the necessary
precautions to ensure the data being fed to the discovery tools. However, if
the company has a good data cleansing process that cleans up data going into
a data warehouse, then data mining tools benefit from this cleansing effort.

Inability to “explain” results in human terms: Many of the tools employed in
the data mining analysis use complex mathematical algorithms that are not
easily mapped into human terms; for example, they do not always generate
“if-then” rules that use the original data attributes by name, so the ability of
these systems to “explain” their results is minimal. Even with approaches such
as decision trees and rule induction that are capable of generating information
about the underlying attributes, the volume and format of the information
may be unusable without additional postprocessing and/or visualization.

The data representation gap: Most of the source data for today’s data mining
applications resides in large, parallel relational database systems. The infor-
mation is typically somewhat normalized and the attributes being used in a
data mining application may span multiple tables. The data mining engines
typically operate over a set of attribute “vectors” presented through a Unix
flat file. Conditioning code must be used to provide the denormalized repre-
sentation the tools need. Large central fact tables in data warehouses designed
using star schema often combine denormalized data into one flat table.

Many of the tools are constructed in terms of the types of data ele-
ments with which that can work. Users may have to categorize continuous
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variables or remap categorical variables. Time-series information may need
to be remapped as well. For example, we might need to derive counts of the
number of times a particular criterion was met in a historical database.

Although the 2-GB file is becoming less important with the advance of
the 64-bit operating systems, many Unix implementations still have 2-GB file
limitations. For flat file-based data mining tools, this limits the size of the
datasets they can analyze, making sampling a necessity.

Parallel relational database systems store data that is spread across many
disks and accessed by many CPUs. Current database architectures are such
that result sets generated by the database engine are eventually routed
through a single query coordinator process. This can cause a significant bot-
tleneck in using parallel database resources efficiently. Because data mining
applications are typically single-threaded implementations operating off Unix
flat files, the process requires potentially large result sets to be extracted from
the database.

Even if we are able to extract large datasets, processing then can be com-
putation intensive. Although most data mining tools are intended to operate
against data coming from a parallel database system, most have not been
parallelized themselves.

This performance issue is mitigated by “sampling” the input dataset,
which pose issues of its own. Users must be careful to ensure that they cap-
ture a “representative” set of records, lest they bias the discovery algorithms.
Because the algorithms themselves determine those attributes that are impor-
tant in the pattern matching, this presents a chicken-and-egg scenario that
may require an iterative solution.

For algorithms that require training sets (classification problems), the
training sets must adequately cover the population at large. Again this may
lead to iterative approaches, as users strive to find reasonably sized training
sets that ensure adequate population coverage.

Present-day tools are algorithmically strong but require significant exper-
tise to implement effectively. Nevertheless, these tools can produce results
that are an invaluable addition to a business’s corporate information assets.
As these tools mature, advances in server side connectivity, the development
of business-based models, and user interface improvements will bring data
mining into the mainstream of decision support efforts.

2.3.5 Common Applications of Data Mining

Data mining approach has a major advantage from the point of view of its
applicability: almost all the domains of human activity may benefit from it,
both the ones where a lot of data is already available and the ones where the
data has to be simulated in order to extract some more profitable knowledge
concerning the field. We mention further some particular broad domains of
interest in the present data mining applications.
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Market basket analysis refers to the process of examining point-of-scale data
to identify affinities between products and services purchased by a customer.
Data mining must deal in these applications with large volumes of transac-
tional and spread data and must be performed in a time interval that will
allow an organization to respond to market opportunity before competition
does. Data mining techniques like association rules and sequential patterns
discovery are involved in the automatic identification of important buying
patterns, types of consumers exhibiting such patterns, customer characteris-
tics that may be correlated to the consumer’s choices.

Customer segmentation is the process of analyzing data about customers
or general consumers to identify characteristics and behaviors that can be
exploited in the market place. Clustering, statistical analysis, deviation de-
tection, and modeling are implicated in reducing the customer attrition phe-
nomenon, i.e., the loss of customers (searching for customers who exhibit
characteristics typical of someone who is likely to leave for a competing com-
pany), or in target marketing (attracting other customers, identification of
the risk associated with insurance, etc.).

Fraud detection. Data mining applications have demonstrated their benefits
in the areas where many actions (transactions) are undertaken, making the re-
spective system vulnerable to fraud: credit card services, telecommunications,
computer systems, etc.

Detection of patterns in text, image, on the World Wide Web are broadly
extensive areas of DM applications due to the impressive of information avail-
able: finding association amongst the keywords labeling items in a collection
of textual documents, recognizing actions in video image sequences, helping
users locate desired information in the Web, and so on

Medical diagnosis through means of data mining are intended to be helpful
tools that can improve the physicians’ performance and make the diagno-
sis process more objective and more reliable. From the descriptions of the
patients treated in the past for which the final diagnosis were verified, di-
agnosis rules may be automatically derived by means of clustering machine
learning, association rules, although the technology is not widely accepted in
medical practice, encountering a resistance of the physicians to new diagnostic
technology.

2.3.6 What about Data Mining in Power Systems?

Why would data mining tools be useful in the power system field? Like many
other application areas, the power system field is presently facing an explosive
growth of data. In power systems, irrespective of the particular application,
there are three main sources of data: (i) field data, collected by various devices
distributed throughout the system, such as digital records; (ii) centralized
data archives, such as those maintained by control center SCADA systems,
(iii) data from simulations, carried out in planning or operation environments.
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In a power system there are a few DM-related aspects: large-scale character
of power systems (thousands of state variables), temporal (from milliseconds
to minutes, hours, weeks, years), and statistical nature of data, existence of
a discrete (e.g., events such as topology changes or protection arming) and
continuous (analog state variables) information mixture, necessity of commu-
nication with experts through means of visualization, online operation time
restrictions for fact decision making existence of uncertainty (noise, outliers,
missing information).

Engineers trying to solve power system-related problems should look at the
whole toolbox of data mining methods and not hesitate to combine different
techniques to yield a full, practical solution. Data selection step may be per-
formed with a decision tree, a clustering approach, or a correlation analysis,
and later on, the result may serve as input for other supervised techniques,
possibly with the problem decomposed into simpler subproblems.

There are three dimensions along which data mining may complement
classical system theory-oriented methods for power systems.

Computational efficiency. By using synthetic information extracted by DM,
instead of numerical methods, much higher speed may be reached for real-time
decision making. Further, in terms of data requirements, DM may require
only significant and/or available input parameters database, instead of a full
description of the system model.

Anticipative physical insight. The present-day practice generally handles new
problems, though some undesirable consequences have already been observed
on the system. Carrying out DM studies will allow the engineers to have a
more anticipative view on potential problems.

Management of uncertainties. The behavior of a power system will always
have some unexpected experiences (e.g., a relay that misoperated, an oper-
ator that did not behave as expected, a set point that was different from
prescriptions, a load that was modeled inappropriately). DM copes with this
problem by making use of more simulations carried out by relaxing assumption
on the dynamic models used.

2.4 Data Warehousing and OLAP

2.4.1 Data Warehousing for Actuaries

Competition in the insurance industry has never been stronger. The emer-
gence of bancassurance, the recent frenzy of insurance company demutualiza-
tions and mergers, and the potential of the Internet all add to this. To stay
ahead in this market, companies must understand their business, in particular:
Knowing who their customers are, understanding the profile of their business,
identifying the most profitable customers and products, and understanding
what makes producers successful. Insurance business is complex, characterized
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by large volumes of data, dating back many years, with complex data relation-
ships. This data is often fragmented throughout the organization, stored on
multiple systems, with the resulting information retained in small analytical
niches. To address these data problems many companies have turned to data
warehouses. Promising to be a single version of reality, a data warehouse has
the obvious appeal of collecting all the data and storing it in a single place
– somewhere it can be queried and manipulated, without affecting the day-
to-day running of the business. But it is more than that, the data is structured
in a way to optimize analytical applications, definitions are added to data el-
ements to ensure a common understanding, and front-end tools have been
developed that can efficiently drill into, manipulate, and distribute results.
Data warehouses are now central to the systems strategy for companies in
many industries. However, the life insurance industry has been slow to realize
the full potential of this technology. The reasons for this are numerous, but
at the forefront is the complexity of the business and the data relationships.
Some companies have explored marketing data marts and reporting marts,
but more complex analysis such as earnings by source and experience analysis
is still rare.

2.4.2 Data Warehouse Components

The data warehouse will typically consist of several components. Data orig-
inates from various source administration systems, extracted as a series of
snapshots at regular time intervals; typically monthly or quarterly for finan-
cial analysis, or more frequently for marketing analysis.

The ETL (Extraction, Transformation, and Loading) tool cleans and trans-
forms the data, so that it meets the requirements of the warehouse; informa-
tion about this process is stored as metadata. This metadata, together with
business metadata (business rules and definitions), is available to end users of
the system.

Data stored on the source systems is unlikely to be in the format re-
quired. Transformation can be as simple as converting “0” to “male” and “1”
“female,” or very complex involving multiple data fields to be evaluated si-
multaneously and logic applied to determine the desired value. This stage is
critical as it provides users with confidence in the data they are using. It also
provides system management benefits such as:

• An audit trail and documentation of the extract routine
• A formal loading process so that reloads are possible
• Better automation than ad hoc loading of data.

Data may also be fed to and from third-party systems, such as valuation
systems, to make use of their specialist functions. OLAP or data cubes provide
a simple and effective way to view data.

Data warehousing for actuaries cube can be thought of as the dimensions
of the data – how the data is stored and viewed, such as by product line,
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time period, currency. The content of the cube is the item being measured,
such as premium, reserve, or sum assured. It is easy to visualize how data is
accessed, by identifying the content at the intersection of the selected dimen-
sions. But here the analogy breaks down; data views are not limited to only
three dimensions as physical cubes are. In addition, intelligence can be built
in the dimensions to help the user by identifying natural drill down paths,
such as product lines and time periods. Data is usually presented to users
in the form of pivot tables, and may also consist of preformatted reports,
Web portal, or graphical interface. Data warehousing tools bring a number of
natural strengths to the sort of analysis that is required for insurance. Con-
sistency is clearly enhanced with the introduction of a data warehouse. If the
administration data is on multiple systems it is an opportunity to bring it
together on one system, with consistent definitions for status, gender, and
other demographic information that would be common across systems, but
not necessarily stored consistently. Also, having assets and liabilities together
on a single system allows consistent and controlled analysis of both sides of
the balance sheet. Multiple hierarchies may be used to meet the requirements
of various reports and reporting bodies. These will be consistent at the lowest
level of detail; reconciliation is then simple with the help of metadata and drill
down. Similarly demographic groupings can be predefined. With the ability
to drill down into the demographic groupings reports should be clearer and
more consistent.

2.4.3 Management Information

Most insurance companies have multiple sources of management information.
The data warehouse provides an opportunity to combine these and at the
same time ensure consistency between subject areas. These management in-
formation reports may include:

• Business profiles such as new business and in-force policy reports.
• Movement analysis.
• Experience studies.
• Financial reporting.

Even though financial reporting is basically the same every year or every
quarter, it is often at a time when long hours are worked with last-minute sur-
prises in the results. A data warehouse can strengthen any process and remove
redundant processes, such as multiple data extracts. Ultimately, financial re-
porting consists of a few results presented in different ways and tested for
trends and reasonableness. With a data warehouse these can prepared in a
seamless fashion and can eliminate a lot of time in reconciliation between the
various reports that have essentially the same numbers aggregated in different
ways. This also reduces the chance of errors occurring in transferring data and
helps simplify audit and process documentation. Previously, actuaries would
have spent a significant amount of their time collecting and collating data.
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With the data warehouse, actuaries can better spend their time understanding
the impact of the results.

2.4.4 Profit Analysis

Profit analysis is more than the ability to present details of the published
statement. Profit analysis should highlight the elements that make up the
profit. Profit should be understood in terms of the source factors that con-
tribute to it; the lapse contribution, for example, is not just the number of
lapses for in the year, but also the impact on the reserves, mortality, and
expenses.

The actuarial methods used for analyzing profit, when deployed in a data
warehouse, allow profit to be viewed for any policy attribute such as prod-
uct or product line, geographical sales area, premium range, etc. by simply
limiting on the appropriate dimensions. Furthermore, with this implementa-
tion approach it is possible to drill in and constrain on any of the product
attributes to give rich and informative reports on the business. This flexibil-
ity of presentation and detail can be extremely useful when communicating a
difficult subject.

2.4.5 Asset Liability Management

Regular ALM reporting can be made quickly available with the use of the data
warehouse. Just as with profit analysis the additional flexibility provided by
the use of dimensional drill-down can really help communication. Insurance
companies tend to have a significant amount of unstructured duplication of
effort and data. By using a data warehouse and structuring data in way that
suits analysis, organizations will quickly discover that reports and analysis
become interrelated. Time and money are saved, as additional reconciliation
is not required. More importantly, from marketing analysis, such as customer
behavior to financial analysis, the depth of understanding is increased with
the ability to quickly manipulate and share information.

Scorecards. Balanced scorecards and financial scorecards are becoming
more common in organizations. A scorecard is basically a set of performance
dials for measuring strategic health and performance. This approach can be
used to translate vision, strategy, and tactics into concrete financial perfor-
mance targets and measures. And in turn, for using these targets and measures
for communication of what is important to the business.

Data Mining. Data mining in insurance companies has been used primar-
ily for marketing purposes and also to assist with underwriting in avoiding
antiselection. But for many insurance companies data mining is not practical;
the quality of the data on the source system is likely to swamp any useful dis-
covery. However, the data warehouse provides a natural platform on which to
base any data mining activities. Any patterns that are discovered by the data
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mining tool are likely to require some justification. Often these are counterin-
tuitive and time will have to be spent examining this before management will
be persuaded to take action. However it could be argued that this is precisely
the purpose of data mining.

2.5 Data Mining and OLAP

In the section that follows we give perspective of data mining such as: Why do
we need data mining? How are other DM techniques are used? As an example
of using data mining and OLAP, we have introduced in this section the defin-
ition of OLAP, which is short for Online Analytical Processing, a category of
software tools that provide analysis of data stored in a database. OLAP tools
enable users to analyze different dimensions of multidimensional data. For
example, OLAP provides time series and trend analysis views. OLAP covers,
including multiple hierarchies, rules analytical operations and the difference
between OLAP and data mining.

2.5.1 Research

1. History Perspective – The Relational Model

Transaction processing systems. This is where clients store messages in a
DBMS storing the data by using a number of files such as sequential files,
indexed sequential access methods, variable sequential access methods, hier-
archical databases and network databases. OLTP are good for putting data
into databases.

The relational databases management system stores all sorts of business
data by using the sequential files or indexed sequential access method or vari-
able sequential access method, or hierarchical databases and network data-
bases. Also it increases the electronic devices that enter all the data into
database storage, such as a barcode scanner, EPOS, etc. It has become a
useful accessory, which is cheaper and more powerful.

2. DBMS Problems

DBMS has given the access to store the data but there is no analysis to analyze
the data. Because there is so much data, it would take a long time to find a
specific data we require. With analysis there are all sorts of data that could be
used such as decision support. Without the analysis, a new user would know
nothing about the commercial business application and paralleled principles.

This is where data mining has become increasingly important to the orga-
nization, giving them more of an advantage. Data mining is the use of software
that provides tools and applications (data analysis, decision support, and au-
tomation etc.) to gather reports and analyze the information, such as
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• Survey results analysis
• Inappropriate practices
• Fraud detection
• Manufacturing process analysis
• Risk analysis and management
• Market and sales analysis
• Scientific data analysis
• Text document analysis

It is also used to collect all the necessary information and store it in elec-
tronic format for the future. Data mining involves capturing, storing, gath-
ering, and analyzing the company information. There is a risk of losing such
amounts of important data; hence the company will have to consider being
careful about giving access or changing the system.

3. Data Mining

The definition of data mining is:

“Data mining is the search for relationships and global patterns that
exist in large database but are ‘hidden’ among the vast amount of data,
such as a relationship between patient data and their medical diagno-
sis. These relationships represent valuable knowledge about the data-
base and the objects in the database and, if the database is a faithful
mirror, of the real world registered by the database”.

Marcel Holeshemier & Arno Siebes (1994)

Who needs Data Mining?

Every business needs data mining because companies are looking for new
ways to access and to allow end users access to the data they need for making
decisions, serving customers, and gaining the competitive edge.

We need data mining to collect data and allow us to analyze it. If it is
not analyzed at that time the collected data could be important in the near
future. As a database grows, the ability to support decisions by processing
using traditional query languages is not feasible.

Data Mining Process

A data mining project consists of a life cycle that has six phases. It is not
strict that these phases should be in order. It can either move backward or
forward in between the phases, as they are required, in each phase it becomes
the outcome of the task and is performed in the next phase. This indicates the
most important and frequent dependencies between phases. The data mining
process continues after a solution has been deployed. This has become new
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and often focuses more on business questions that subsequent data mining
process will benefit from the experience of previous ones.

The steps below help to explain each stage of the data mining process:

• Business understanding

This focuses on understanding the project objectives and requirements
from a business perspective and finds a data mining problem of definition.
Then it is so designed to achieve the objectives.

• Data understanding

This subject deals with understanding the data before previous data is
collected and proceeds with activities; so it will be familiar with the data to
identify data quality problems, discover the data, and then start proceeding.

• Data preparation

The data preparation phase covers all activities to find the data that will
be fed into modeling tools, from the initial raw data. In this phase the tasks
are likely to be performed multiple times, and it is not required to do anything
in sequence order. Tasks include table and record, while attribute selection
includes transformation and cleaning of data for modeling tools.

• Modeling

This phase has various modeling techniques that are selected and applied,
so their parameters are adjusted to optimal values. Sometimes, there are sev-
eral techniques for the same data mining problem type. There are some tech-
niques that have specific requirements in the form of data. So they step back
to the data preparation phase, which is often needed.

• Evaluation

By this stage we would have built a model(s) for the project so that it
appears to have high quality, hence we get data from analysis perspective.
Before going to further phases of the model, it is important to thoroughly
evaluate the model and review the steps to the end to construct the model
– this can help in properly achieving the business objectives. This is a key
objective to determine if there are some important business issues that need
to be considered. At the end of this phase, this decision will find the use of
the data mining results.

• Deployment

Creating the model is not the end of the project. Even if the purpose of
the model is to increase knowledge of the data, the knowledge gained will need
to be organized and presented in a way that the consumer can use it. On the
requirements, this phase can be as simple as generating a report or as complex
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as implementing a repeatable data mining process. In many cases, it will be the
customer, and not the data analyst, who will carry out the deployment steps.
Therefore if the analyst does not carry out this deployment, it is important
to make an effort for the customers to understand the action that is to be
carried out in order to actually make use of the created models.

Main points of Data mining for the organization

• They will have large volumes of data
• Employees need to understand data
• There is a need to exist in a competitive market
• Data mining components (discovery and exploitation)
• Data mining discovers relationships between data

Data Mining Components (Discovery and Exploitation): Data mining makes
discovery of facts easier as they are represented as information data. Then
follows the exploitation or use of those facts for problem solving.

Data Exploration: This involves preparing the data to get a better pattern
discovery and also to validate the result of the data preparation. But some-
times this involves examining the statistics (minimum, maximum, average,
etc.) and the frequency distribution of individual data fields. Finally this in-
volves the field versus field graphs to understand the dependency between
fields.

Pattern Discovery: This is the stage of applying the pattern discovery algo-
rithm to generate patterns. This allows business users to interact with and to
impart their business knowledge to the discovery process. This stage also in-
volves analyzing for understanding discovered patterns to predict the propen-
sity of the business event, and for verification against an independent dataset.

Data Mining discovers relationships between data: All new data can be added
easily to existing data so that if there is a relationship between any of them
a solution may be worked out. For example if a woman asks her husband to
buy apples in the supermarket, it is likely that he will want to buy soft drink
for himself at the same time. So the management may suggest that the soft
drink section be placed quite near to the baby goods shelves to encourage
sales. This plan of action is used to promote most products in large shops.

Making choices – A decision has to be made as to which is a suitable choice
from various alternatives.

Making predictions – A prediction is a choice about what may happen in the
near future.

Improving processes – To improve the system, the current system must be
updated and improved.

Mining For Golden Nuggets of Data.
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Issues in Data mining

There are some problems. Data mining systems rely on databases to supply
the raw data for input. This can cause problems in that the database tends
to be dynamic, incomplete, noisy, and large. Then there are other problems
that have arisen as a report of the adequacy and relevance of the information
stored.

Limited Information

Sometimes the database is designed differently for the data mining; therefore
the problem has to be solved before access to the information can be given.
Undecided data causes problems; this can be because some attributes have
useful knowledge about the application. This is not present in the data that
may be impossible to discover the knowledge about a given domain. Databases
are usually muddled up by errors, so it cannot be the correct way the data is
contained from the originally inputted data.

Missing data can be treated by discovery systems in a number of ways
such as:

• Simply disregarding missing values
• Omitting the corresponding records
• Inferring missing values from known values
• Treating missing data as a special value to be included additionally in the

attribute domain.
• Averaging over the missing values using basic techniques.

Uncertainty refers to the strictness of the error and the noise in the data.
Databases tend to be large and dynamic in that their contents change as
information is added, modified, or removed.

Data mining Applications

Data mining in Government

• Develop advanced pattern recognition
• Identify problem in technologies
• Improve the project of their techniques

Data mining in Energy

• Identify loyal customer
• Fraud detection in energy industry
• Predict industry specific
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4. OLAP

There are two technologies that are related to data mining: data warehouse
and OLAP.

Data Warehouses

Here the data is collected and stored in the data warehouse. Data warehouse
is the relational database management system, but it is specifically designed
for a transaction processing system. These warehouses contain millions of
pieces of information about customer’s needs and distribution decisions. Data
warehouse uses the data to analyze business needs and to make the decisions.
They make amounts of data that span over many years. A data warehouse is
not a transactional database.

Transactional databases use data to operate business needs. For instance,
if an organization wants to look up data about 60–90 days old, they can. They
are built for speed and efficiency to keep the company’s day-to-day operations
moving fast, unlike data warehouses, which runs very slowly.

This is where OLAP (On Line Analytical Processing) introduces the tools
to analyze data warehouse information. We need data mining to collect data
and to analyze it, or if not analyzed, collected. This could be important in the
near future. As databases grow, the ability to support decision by processing
traditional query languages is no longer feasible.

What is OLAP?

OLAP provides the users with multidimensional database to generate on-line
description, or it compares the “views” of data and other analytic queries.
OLAP gives the answers to multidimensional business questions quickly and
easily. OLAP technology provides facts and efficient access to summarized
data. Also OLAP is able to give control over global views of the business.

OLAP technology can be applied to:

• Sales and marketing analysis
• Financial reporting
• Quality tracking
• Profitability analysis
• Manpower and pricing applications
• Our unique data discovery needs

The users have found easy-to-understand graphical information that can be
presented simply and acted upon quickly. Like for instance, when the clients
have problems with their data mining process, they need to respond quickly
for their requirement.

Relational OLAP approach builds such a system. Relational databases are
used to build and query these systems. To analyze the query using in SQL
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Fig. 2.4. Multiple dimensional hierarchies

might not be efficient to execute; therefore another away of using multidimen-
sional database techniques has been applied to decision support applications.
Data is stored in multidimensional structure, which is a more easy way of
expressing the enterprise data and is more suited for analysis.

Multiple hierarchies

A dimension can consist of multiple hierarchies as shown in Fig. 2.4. This
enables a consistent representation of the information in, e.g., data warehouse,
yet provides flexibility to see the information using different perspectives.

There are three reasons why it is beneficial to create multiple hierarchies.

• Sharing a single key in the fact table. It can create a single key to represent
both hierarchies in the fact table, thus reducing the fact table size and
complexity.

• Usability. Multiple hierarchies in a single dimension provide better us-
ability for the end user. If the front-end application supports multiple
hierarchies logically grouped together.

• Sharing of aggregates. Suppose we have three hierarchies. One hierarchy
is year, month, day, date; the second is season and date; and third is week
and date. The three hierarchies share the aggregates that are built on the
year level, thereby reducing the processing time necessary to create the
same aggregate second and third times.

OLAP Rules

Originally, 12 OLAP rules were defined to characterize this technology. OLAP
products tend to conform to these. The 12 rules are as follows:

• Multidimensional model
• Transparency of the server
• Accessibility
• Stable access performance
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• Client server architecture
• Generic dimensionality
• Management of data
• Multiuser
• Operation on dimension
• Intuitive manipulation of data
• Flexible posting and editing
• Multiple dimensions and levels

Today these are the 12 main rules that have been expanded to 18 major rules
and up to 300 in total.

Example of BI (Business Intelligence) Technology

By using ad hoc query application the user can have access to information on
demand; this means that what they ask for is what they will get. For example
a user creates and executes an ad hoc query by asking the question, “How
much revenue was generated by each customer during this year?” The results
from the query would ask the customer name and give the revenue for the
year selected.

Then the customer asks a series of questions, “How much revenue was
generated this year?” “Which customer generated the most revenue for the
company?” “And which customer generated the least revenue for the com-
pany?”

BI technology could not identify the unusual patterns or reveal unusual
relationships. This is the next stage where the OLAP comes in. OLAP analyses
the summary and details the information. They could answer all the questions
above. The user creates and performs an OLAP analysis that provides answers
to the questions “What was the revenue for each quarter of this year by
geographic region and customer?” The result from this analysis would contain
geographic region, customer name, revenue, and quarter selected.

But the user needs to understand how to navigate the data, which must
direct these processes. OLAP can only highlight the patterns within the data
that was requested. So the BI technology will not identify unusual or reveal
hidden relationships. The next stage is where the data mining comes in.

In BI technology data mining can extract the hidden and useful informa-
tion from the data. Data mining discovers the hidden trends and patterns in
large amounts of data. There are various techniques that can be deployed,
each serving a specific purpose and varying amounts of user involvement.

2.5.2 Data Mining

Neural networks –detect potential fraudulent credit card transactions.
Induction – understands the relationship that exists, e.g., when people buy

nappies, they also buy beer 50% of the time.
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Statistics – requires highly skilled mathematicians to build and interpret the
results.

Visualization – displays the data in a graphical map for the user to identify
trends, patterns, and relationships. Images produced provide another per-
spective of data relationship. Visualization is often incorporated in data
mining application. Ad hoc query applications stated the values that ex-
ist within a database, while OLAP provides users with understanding and
gives more detailed information.

Data mining digs deeper and provides users with knowledge through the dis-
covery of hidden trends and relationships. By using ad hoc query, OLAP
application and data mining becomes powerful, it provides users with knowl-
edge about the data that is analyzed and enables action on the knowledge
that has been found.

Analytical Operations

The end users must get the data for analytical purposes by applying analytical
operations such as ratios, cumulative totals, trends, and allocations across
dimensions and hierarchical levels. OLAP functionally is described by dynamic
multidimensional analysis of:

Consolidated data supporting the end user analytical navigational activi-
ties including

• Calculations and modeling applied across dimensions, through hierarchies,
and across members

• Trend analysis over sequential time periods
• Slicing subsets for on-screen viewing
• Drill down to the deeper levels of consolidation
• Each through to underlying detail data
• Rotation to new dimensional comparisons in the viewing area

OLAP and Data Mining

OLAP is user driven, the analyst generates a hypothesis and uses OLAP to
verify, e.g., “people with high debt are bad credit risks.”

Data mining tool generates a hypothesis – Tool performs exploration, e.g.,
find risk factors for granting credit.

It also discovers new patterns that analysts did not think of, e.g., debt-
to-income ratio. OLAP and DM need each other; we have mentioned this
in the example about (BI Technology). OLAP and data mining should not
remain separate components of decision support; therefore they should be
fully merged and they really need each other. When dealing with OLAP and
data mining it shows that decision support applications must consider data
mining within multiple dimensions and that OLAP system needs to focus on
discovery as much as on access. OLAP and data mining must work together
within the framework of any theory to avoid getting incorrect results.
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OLAP and OLTP

A major issue in information processing is how to process increasingly larger
databases, containing increasingly complex data, without sacrificing response
time. The client/server architecture gives organizations the opportunity to de-
ploy specialized servers, which are optimized for handling specific data man-
agement problems. Until recently, organizations have been trying to target
relational database management systems (RDBMSs) for the complete spec-
trum of database applications. It is however apparent that there are major
categories of database applications that are not suitably serviced by relational
database systems.

OLAP Example

An example of OLAP database may comprise sales data that has been aggre-
gated by region, product type, and sales channel. A typical OLAP query might
access a multigigabyte/multiyear sales database in order to find all product
sales in each region for each product type. After reviewing the results, an an-
alyst might further refine the query to find sales volume for each sales channel
within region/product classifications. As a last step the analyst might want to
perform year-to-year or quarter-to-quarter comparisons for each sales channel.
This whole process must be carried out on-line with rapid response time so
that the analysis process is undisturbed. OLAP queries can be characterized
as on-line transactions, which:

• Access very large amounts of data, e.g., several years of sales data.
• Analyze the relationships between many types of business elements, e.g.,

sales, products, regions, channels
• Involve aggregated data, e.g., sales volumes, budgeted dollars, and dollars

spent.
• Compare aggregated data over hierarchical time periods, e.g., monthly,

quarterly, or yearly
• Present data in different perspectives, e.g., sales by region vs. sales by

channels by product within each region.
• Involve complex calculations between data elements, e.g., expected profit

as calculated as a function of sales revenue for each type of sales channel
in a particular region.

• Are able to respond quickly to user requests so that users can pursue an
analytical thought process without being stymied by the system.

Comparison of OLAP and OLTP

OLAP applications are quite different from on-line transaction processing
(OLTP) applications, which consist of a large number of relatively simple
transactions. The transactions usually retrieve and update a small number of
records that are contained in several distinct tables. The relationships between
the tables are generally simple.
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A typical customer order entry OLTP transaction might retrieve all of the
data relating to a specific customer and then insert a new order for the cus-
tomer. Information is selected from the customer, customer order, and detail
line tables. Each row in each table contains a customer identification number,
which is used to relate the rows from the different tables. The relationships
between the records are simple and only a few records are actually retrieved
or updated by a single transaction.

The difference between OLAP and OLTP has been summarized as while
OLTP servers handle mission-critical production data accessed through simple
queries, OLAP servers handle management-critical data accessed through an
iterative analytical investigation. Both OLAP and OLTP have specialized
requirements and therefore require special optimized servers for the two types
of processing.

OLAP database servers use multidimensional structures to store data and
relationships between data. Multidimensional structure contains aggregated
data relating elements along each of the dimensions. For example, a single
cell may contain the total sales for a given product in a region for a specific
sales channel in a single month. Multidimensional databases are a compact
and easy-to-understand vehicle for visualizing and manipulating data elements
that have many inter-relationships.

OLAP database servers support common analytical operations, including
consolidation, drill-down, and slicing and dicing.

• Consolidation - involves the aggregation of data such as simple roll-ups or
complex expressions involving inter-related data. For example, sales offices
can be rolled up to districts and districts rolled up to regions.

• Drill-down - OLAP data servers can also go in the reverse direction and
automatically display detail data, which comprises consolidated data. This
is called drill-downs. Consolidation and drill-down are an inherent property
of OLAP servers.

• Slicing and Dicing - Slicing and dicing refer to the ability to look at the
database from different viewpoints. One slice of the sales database might
show all sales of product type within regions. Another slice might show all
sales-by-sales channel within each product type. Slicing and dicing is often
performed along a time axis in order to analyze trends and find patterns.

OLAP servers have the means for storing multidimensional data in a com-
pressed form. This is accomplished by dynamically selecting physical storage
arrangements and compression techniques that maximize space utilization.
Dense data (i.e., data exists for a high percentage of dimension cells) is stored
separately from sparse data (i.e., a significant percentage of cells are empty).
For example, a given sales channel may only sell a few products, so the cells
that relate sales channels to products will be mostly empty and therefore
sparse. By optimizing space utilization, OLAP servers can minimize phys-
ical storage requirements, thus making it possible to analyze exceptionally
large amounts of data. It is also possible to load more data into computer
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memory, which helps to significantly improve performance by minimizing
physical disk I/O.

In summary, OLAP servers logically organize data in multiple dimensions,
which allows users to quickly and easily analyze complex data relationships.
The database itself is physically organized in such a way that related data can
be rapidly retrieved across multiple dimensions. OLAP servers are very effi-
cient when storing and processing multidimensional data. RDBMSs have been
developed and optimized to handle OLTP applications. Relational database
designs concentrate on reliability and transaction processing speed, instead
of decision support need. The different types of server can therefore benefit a
broad range of data management applications.

2.6 Summary

Data mining is beginning to contribute research advances of its own, by pro-
viding scalable extension and advances to work in associations, ensemble learn-
ing, graphical models, techniques for on-line discovery, and algorithms for the
exploration of massive and distributed datasets.

Advances in data mining require supporting a) single investigators working
in data mining and the underlying research domains supporting data mining;
b) interdisciplinary and multidisciplinary research groups working on impor-
tant basic and applied data mining problems; and c) the appropriate test beds
for mining large, massive, and distributed datasets. Appropriate privacy and
security models for data mining must be developed and implemented.

There are three dimensions along which data mining may complement
classical system theory-oriented methods for power systems. They are com-
putational efficiency, anticipative physical insight, and management of uncer-
tainties that are discussed earlier in this section.

Overall in this section more information is added to data mining and
OLAP. There are many differences between data mining and OLAP and they
have been used for the organization business (e.g., BT technology). Data min-
ing and OLAP should work together; therefore the data has given faster in-
formation by using their techniques tools. Data mining has a lot of potential;
it is increasing every year and is becoming very useful for organizations. It
is fast and efficient along with OLAP. It has diversity in the field of applica-
tion, which becomes more efficient in the database system. Now the estimated
market for the data mining in the United States in $500 million.

2.7 Review Questions

1. What are the recent research achievements in data mining?
2. State some of data mining application areas.
3. Write about the various trends in the current scenario that affect data

mining.
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4. Give some of the research challenges in data mining area.
5. Define the KDD process.
6. Explain in detail about the process involved in data mining.
7. What are the major essential elements in data mining?
8. Who is a data miner and write on the approach of data miners in mining.
9. What factors influence the success of data mining?

10. Explain data mining in power systems with suitable example.
11. What are the components of data warehouse and data mining?
12. Define OLAP.
13. Give details on multidimensional hierarchies used in mining.
14. State the OLAP rules.
15. Explain about business information technology using OLAP.
16. Write short notes on OLAP and OLTP.
17. Compare and contrast OLAP and OLTP.
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Data Marts and Data Warehouse: Information
Architecture for the Millennium

Objectives:

• The new dynamics that characterize today’s global business environments
are unprecedented in their scope and impact, requiring organizations to
adapt their strategies and business practices far more rapidly and intelli-
gently than ever before.

• Data warehouses and marts give organizations the ability to consolidate
information from multiple, heterogeneous production systems into a com-
mon, integrated database environment.

• In this section we explain the structure and value of today’s enterprise
data warehouse and data mart systems, positioning them within what we
call the “corporate information factory.”

• We describe how these systems are used by corporate decision makers
to gain and maintain a strategic edge over their competition, and suggest
criteria for selecting and evaluating different data warehouse and data mart
technologies for different purposes. We highlight the benefits Informix�

delivers with its Decision Frontier
TM

.
• The data mart/enterprise data warehouse environment increasingly be-

comes important as the data warehouse environment evolves to the cor-
porate information factory.

• To provide the modern communications company with an environment
that supports the business, an architecture has been developed to address
the technological and business issues it faces.

• To reduce the complexity of the decision support systems and the devel-
opment of the data warehouse, it is necessary to understand the business
issues, technical infrastructure issues, and data issues.

• The telecommunications lifecycle is a holistic approach that addresses the
problems at the root, long before an invoice appears.

• To review the key features required for OLAP software as referenced in
the OLAP Council benchmark specification.

S. Sumathi and S.N. Sivanandam: Data Marts and Data Warehouse: Information Architecture

for the Millennium, Studies in Computational Intelligence (SCI) 29, 75–150 (2006)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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• Data warehousing is a management tool that enables executives to access
the information they need to make informed business decisions.

• A data warehouse coupled with a focused set of decision support appli-
cations provides seamless integration of communication services globally,
better understanding of profitability, and a focused marketing effort.

• The future success or failure of telecommunication companies could well
depend on a company’s knowledge of the market and its customers, which
will, in turn, depend on the successful implementation of application tools
as part of a data warehouse solution.

• The telecommunications lifecycle is a holistic approach that addresses the
problems at the root, long before an invoice appears.

• The telecommunications lifecycle approach is the best practices way to
address the problems before they occur and avoid overpaying.

• This section looks into the different techniques used over the years to
achieve the perfect balance between performance and security and then
propose a security model that is mostly based on XML and related tech-
nologies.

• A single technology for implementing security meeting the required per-
formance target is yet to be devised, but the existing technologies can be
used in combination to produce satisfactory results.

• This section explores the business and technology issues related to both
buying and building data warehousing solutions.

• We discuss requirements for effective insurance decision support systems
and illustrate why we feel that buying a solution is ultimately more cost
effective for insurance companies.

• We present all the main data mining techniques, giving explanations on
how they work, and what can they be used for.

• The expression data mining includes a wide range of tools and techniques
to extract information from a large collection of data.

• Another important issues is to design algorithms that can handle the huge
dimension of modern data warehouses.

Abstract. In this section we explain the structure and value of today’s enter-
prise data warehouse and data mart systems, positioning them within what we call
the “corporate information factory.” We describe how corporate decision makers
use these systems to gain and maintain a strategic edge over their competitors,
and suggest criteria for selecting and evaluating different data warehouse and data
mart technologies for different purposes. We highlight the benefits Informix� deliv-

ers with its Decision Frontier
TM

. The integrated products and services that make
up decision frontier provide a complete, high-performing and highly scalable data
warehousing environment—including query, reporting, and data analysis capabili-
ties, along with industry-specific templates and consulting services – which enables
the rapid deployment of business-critical analytic applications.

Data warehousing is a management tool that enables executives to access the
information they need to make informed business decisions. Information is the great-
est weapon in the competitive arsenal of healthcare organizations. Information can
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tell organizations how well providers are performing, what treatments are working,
and if clients are satisfied with the services they receive. That may sound simplistic,
but once the data is manipulated and interpreted, it is like cracking the enemy’s
code and being privy to information that reveals the lay of the battlefield and the
conditions of the war. In the competitive healthcare arena, this extra information
can mean the difference between survival and demise.

The raw material (data) needed for the development of an enterprise-wide data
warehouse is already abundant in the deregulated telecommunications industry.
Customer data is both the most plentiful and most underused resource currently
available. However, data alone will not generate meaningful information and knowl-
edge unless the company’s business objectives and information technology (IT) are
aligned. For technology to become a key enabler in the implementation of new
strategies it must first become integrated into the company’s business functions. The
ability to acquire, manage, and retain customers will be driven by the speed and ef-
ficiency with which the carriers are able to utilize their architectural infrastructure.
The future success or failure of telecommunication companies could well depend on
a company’s knowledge of the market and its customers, which will, in turn, depend
on the successful implementation of application tools as part of a data warehouse
solution. Effective data warehousing often results in very large databases, reaching
multiple terabytes of storage. Currently, a major issue within the telecommunica-
tions companies is that the typical IT infrastructure is unable to deliver the level
and quality of data to support the business unit new processes.

Data warehousing has increasingly become an important and rather essential
phenomenon in the world of enterprise data storage. The idea is to allow a single
infrastructure to be used in the functionality of data warehouse and to facilitate the
data distribution and manipulation by the users/clients of the data in a simplified
way. Different techniques are used to achieve this target with the main emphasis
resting with the performance of the data warehouse. It is not easy to handle an
enterprise-sized data and yet met the target performance as well. Performance may
be the aim but the fact remains that with the data of an entire enterprise resting
in a collection, the security has to be the critical issue. This section looks into
the different techniques used over the years to achieve the perfect balance between
performance and security and then propose a security model that is mostly based
on XML and related technologies. In addition, the data warehousing concept for
insurers is also discussed.

3.1 Data Marts, Data Warehouse, and OLAP

3.1.1 Business Process Re-engineering

The new dynamics that characterize today’s global business environments are
unprecedented in their scope and impact, requiring organizations to adapt
their strategies and business practices far more rapidly and intelligently than
ever before. Powerful market forces like mass customization in the manufactur-
ing and retail sectors, deregulation in banking, utilities, communications, and
insurance, and electronic commerce across virtually all industries are driving
change within the organization at an extraordinary rate and down to its very
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foundations. What is more, this trend toward the complete reinvention of core
business structures and processes will only accelerate over the coming years.

In the face of such profound change, organizations are concluding that
high-quality information—about markets, competitors, economic conditions,
resources, and their own business—has gone beyond being a success factor and
has become a survival issue. And even as decision makers struggle to make
sense out of the data relevant to their business the quantity, complexity, and
scope of that data is growing at an exponential rate.

3.1.2 Real-World Usage

At the same time, however, many companies—including some of Informix’s
leading customers—are already developing innovative ways of doing business
that are creating for them unprecedented opportunities. For example:

• A bank can consolidate information from checking, savings, mortgage, and
investment management applications to understand, often for the first
time, who are its most valuable customers. Once these customers have
been identified, the institution can proactively market to them in new,
innovative ways.

• A telecommunications company can analyze call records and identify cus-
tomers who are likely to churn—that is, defect to a competing vendor.
With this information the company can determine how much of an invest-
ment is required to keep those customers.

• A manufacturing firm can combine customer support and shipping data in
a data warehouse to identify vendors that are supplying goods that cause
downstream product failures. This information enables the manufacturer
to work with its suppliers to help those companies improve their processes
and procedures, helping each company produce a higher quality product,
reduce waste, and improve customer satisfaction. So the challenge for to-
day’s organizations has become one of getting ahead of the rapidly moving
business intelligence curve through the smart acquisition and use of data
and information technologies.

3.1.3 Business Intelligence

Business intelligence is a term that has emerged to define the data-analysis
and decision-making environment within corporations. It is a vehicle that can
enable these organizations to define, establish, and maintain competitive ad-
vantage even as the volume and complexity of critical business data continues
to explode. Transforming data into business intelligence has become a trend
that is increasing at a very sharp rate, as demonstrated by greater than 50%
annual growth in budgets allocated by the Global 2000 corporations for data
warehouses, data marts, and business intelligence software solutions. Data
warehouses and marts give organizations the ability to consolidate information
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from multiple, heterogeneous production systems into a common, integrated
database environment. Information in this environment can then be organized,
summarized, regularly refreshed, and used to great advantage by a wide vari-
ety of powerful analytical applications. The latter give decision makers criti-
cally important tools for making strategic decisions quickly and confidently.

From the humble origins of a system that was something other than trans-
action processing capabilities, data warehousing has grown into a full-blown
architecture. Today, data warehousing has different components that serve
different purposes and communities. The architecture that has grown from
the origins of data warehousing is today something that can be called the
corporate information factory. Figure 3.1 depicts today’s mature corporate
information factory.

The corporate information factory provides the starting point for data
warehousing—the legacy application systems. In the legacy applications,
transactions are executed in which detailed transaction data is collected.
The detailed data that is collected is more of a by-product of transaction
processing than anything else. But this raw data forms the very detailed
foundation needed for the data warehouse. The transaction data that is col-
lected passes through a layer of programs whose purpose is to integrate and
transform the data to make it fit to enter the data warehouse. The layer of
programs can be called integration and transformation programs or ETL—
extract/transform/load programs. These programs can be written manually
or in an automated manner by program generators specifically designed to
suit the needs of this interface.

Once the legacy data passes through the integration and transformation
programs, the data is fundamentally changed to meet the informational needs
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of the corporation. Keys are altered so that there is one corporate understand-
ing of data, structures are changed, and encoding algorithms are unified. The
data enters the layer of integration and transformation programs in an un-
integrated state and passes out of the layer of programs in an integrated state.
The data then passes into the enterprise data warehouse in a very granular
form. Once in the enterprise data warehouse, the data is ready to serve as a
basis for all sorts of decision-support systems (DSS) processing. The enterprise
data warehouse is fed by the operational data store (ODS) as well. The ODS is
a hybrid structure where both DSS and operational needs are met. The ODS
provides standard transaction response time—two to three seconds—besides
serving as a place where data can be integrated.

Emanating from the enterprise data warehouse is the collection of data
marts of the corporation. In many ways the data marts appear to be the
data warehouse because it is here that the end user has direct interaction
with the data warehouse environment. The data marts are almost always
oriented to the needs and requirements of the department. The data marts
are requirements-driven in that they are shaped by the unique and specific
needs of the department. The data marts are fed granular data from the
enterprise data warehouse, which is then reshaped to meet the requirements
of the department.

In some organizations there is more than one enterprise data warehouse. In
these cases, data warehousing takes on a nontraditional form. The appearance
of multiple enterprise data warehouses is a double-edged sword. On one hand,
it means data warehousing has been successful. But on the other hand, multi-
ple enterprise data warehouses present special challenges to the designer and
user of the data warehouse. For example, it often happens that in a multiple
enterprise data warehouse environment there is overlap of data between two
or more enterprise data warehouses. Done properly, this overlap is very bene-
ficial. Done improperly, the overlap can cause architecturally severe problems.
Another feature of the corporate information factory is that of the exploration
warehouse. This is a separate, specialized facility designed solely for the needs
of the corporate explorer. With the exploration warehouse, the very ad hoc
queries created by the explorer can be run with no damage to the normal
warehouse processing.

And, finally, there is the near-line storage facility. This facility extends
the capacity of the warehouse effectively to infinity. No longer is the designer
constrained by the technological and economic limitations of disk storage.
With near-line storage, the designer can take data down to the lowest level
of detail desired—something that realistically is not a possibility with disk
storage. This section focuses on the enterprise data warehouse and the data
marts. In recent vintage, no other part of the warehouse environment has
created as much confusion and as much controversy as these parts of the
corporate information factory. The general architectural positioning of the
data marts and the data warehouse is shown in Fig. 3.2, which shows how
data marts are fed directly from the data warehouse.
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The data warehouse exists to serve corporate functions, while the data
marts exist to serve departmental functions. The departments that the data
marts serve are typically finance, sales, marketing, and accounting. In other
organizations, data marts are found in engineering, human resources, actuar-
ial, and other places. Strictly speaking, the data marts shown in Figure 3.2
are called dependent data marts because they have data loaded into them
ONLY from the enterprise data warehouse. Had the data marts been built
independent of the enterprise data warehouse (and it is possible to build such
structures) they would have been called independent data marts. But inde-
pendent data marts are not part of the corporate information factory because
there are some major architectural difficulties with them. The deficiencies of
independent data marts will be discussed later in this section. Because of their
deficiencies, independent data marts are not considered to be a part of the
corporate information factory.

In general, enterprise data warehouses are larger than data marts. How
much larger? Usually, a lot larger. There are several reasons why enterprise
data warehouses are larger:

• enterprise data warehouse structures contain very detailed data; data mart
structures contain aggregated and summarized data;

• enterprise data warehouse databases contain a generous amount of history;
data marts contain a limited amount of history;

• enterprise data warehouse structures are very simple; data mart structures
are much more complex; and,

• enterprise data warehouse structures are designed for unknown future us-
age; data mart structures are designed for specifically known requirements.

Figure 3.3 shows the differences between structures in the data warehouse and
the data marts.

The data found in the enterprise data warehouse is for the entire cor-
poration. The data found in the data marts is specific to the needs and
the requirements of the department that owns the data mart. Because of
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this basic difference, the data warehouse is “data driven” while the data marts
are “requirements driven.” The different types of structures found in the dif-
ferent environments reflect this very basic difference.

3.1.4 Different Data Structures

Data in the enterprise data warehouse is granular and simple. It needs to be
this way because the enterprise data warehouse must support multiple and
varied needs across the corporation. The data in the enterprise data warehouse
can best be described as being normalized. For the most part, normalization
fits the needs of the enterprise data warehouse quite well. However, the data
found in the enterprise data warehouse is not perfectly normalized because
if it were, it would not be efficient to access. The normalized data found
in the enterprise data warehouse goes through a design process that can be
described as light denormalization. Light denormalization of the enterprise
data warehouse data restructures the normalized data into something less
than a perfectly normalized structure. The kind of design considerations that
make up light denormalization includes:

• creating a single place where multiple occurrences of data are stored when
it is anticipated that the occurrences of data will normally and regularly
be used together. For example, the data for the months January, February,
March, . . . , December may be physically aggregated into a single location
for ease of access;

• creating redundant data where it is known that the redundant data will be
used regularly in conjunction with other data. For example, the description
field for a part might be included with data from the bill of materials,
materials requirements processing, the parts inventory file, and so forth;

• creating summarized data when the data is calculated once and used many
times. For example, an employee’s annual ending pay may be calculated
and stored as its own field; and,
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• further separating data where the record of data includes data fields where
there is a great disparity of probability of access of the data. For example,
a bank account record might contain date of account opened, account bal-
ance, and domicile of the account. Separating date of account opened and
domicile of the account from account balance accomplishes the separation
of elements of data with a wide is parity in the probability of usage.

After the data in the enterprise data warehouse goes through the process
of light denormalization, it still retains its strongly normalized character. The
light denormalization does not reflect the requirements of any one applica-
tion or department. Instead, the light denormalization generally improves the
speed and ease of access of ALL users and ALL departments.

The structure of the data mart is fundamentally different from the struc-
ture of data found in the enterprise data warehouse. Data marts contain struc-
tures of data that can best be described as snowflake structures or star join
structures.

Multidimensional technology best supports these types of data structures.
Star joins and snowflake structures are the result of detailed requirements’
analysis for a department or a like-minded set of end users. Different depart-
ments collect their own unique requirements and the result is an aggregation
of data that resembles a star or a snowflake (if we use our imagination a
little!).

Different departments will have different designs for their stars or snow-
flakes because the requirements are different for each department. The data
that is aggregated together for the star joins comes from the enterprise data
warehouse. The granular data that is found at the enterprise data warehouse
is gathered and reshaped to make the star and the snowflakes.

The enterprise data warehouse then provides the detailed foundation
needed to create the many different flavors of stars and snowflakes. There
are many ways by which the granular data found in the enterprise data ware-
house is reshaped in order to create the stars and snowflakes. For example:

• Granular data is summarized
• Granular data is resequenced
• Granular data is aggregated based on data found at the granular level
• New key/foreign key relationships are found
• New fields are created as the granular data is brought together

Another aspect of the data mart/enterprise data warehouse environment
is that of the data models that reflects the contents and structure inside each
component. The data model that is made for the enterprise data warehouse is
small and simple. The simplicity reflects the granular, normalized demeanor of
the enterprise data warehouse. The data models for the data marts are much
more elaborate. These data models are different for each data mart and are
a reflection of the requirements that have been gathered for each data mart.
There is a unique mapping from each data model to each other data model.
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3.1.5 Different Users

But there is another perspective on the data mart/enterprise data warehouse
environment that is relevant and has to do with the different users found
in each of the environments. Figure 3.4 shows two types of users who are of
interest: “farmers” and “explorers.”

Farmers are those users who are the predictable, regular users of the data
warehouse. Farmers know what they want before they ever submit a query.
Farmers submit small queries, but they submit them frequently throughout
the day. Farmers usually find what they are looking for. Farmers find small
flakes of gold frequently, but seldom find huge nuggets. Farmers know what
their requirements are before they start out on a pursuit of information. There
usually are lots of farmers.

Explorers are the corporations’ “out of the box” thinkers. Explorers are
very unpredictable. Explorers may go six months submitting no queries, then
may submit six queries in the same day. The queries that the explorers submit
are very large. The explorers look for patterns of activity that can be exploited
by the corporation. The explorers look for relationships between types of data
that have never before been examined.

Explorers often find nothing for their efforts. But occasionally an explorer
makes a huge and significant discovery that has been previously unexpected
and has been overlooked by everyone else in the corporation. Explorers find
huge nuggets of information when they find anything at all.

There are reasons why the queries the explorers submit are so large. The
first reason for large queries is that explorers need details. If the explorers
are going to look in-depth at data that no one else has examined, then the
explorers must have detail. The second reason why the explorers’ queries are
lengthy is because the explorers look at large amounts of history. The most
current information a corporation has may or may not prove to be of use to
the explorers. In order to do a thorough analysis and to detect subtle patterns,
the explorers must look at information over a long period of time.

farmers
explorers

Fig. 3.4. The users in the DSS community



3.1 Data Marts, Data Warehouse, and OLAP 85

data
marts

finance
mktg

sales

enterprise
 data 

warehouse

acctg

Fig. 3.5. Farmers are attracted to the data mart environment while explorers are
attracted to the enterprise data warehouse

The third reason why the explorers submit lengthy queries is because the
explorers look at data differently from other people. This means the data needs
to be restructured. Restructuring data for the purpose of the satisfaction of
a query implies that joins of data must be done—a lot of joins. So it is no
accident that explorers submit what is termed the 72-hour query or the query
from hell. When we stop to consider the elements of the queries submitted by
the explorers, we find that: detail x history x fourteen way joins adds up to
large queries.

There is a peculiar affinity of farmers for data marts and explorers for the
enterprise data warehouse, as seen in Fig. 3.5.

That farmers should find data marts attractive is no surprise. Data marts
are shaped around predetermined requirements. Indeed, without requirements
we cannot cogently design and build a data mart. And who are the users who
know what their requirements are before they see a data warehouse database?
Clearly, those are the farmers. On the other hand, which kinds of users have
no idea going into an exploration of what their requirements are? These are
the explorers of the world. An enterprise data warehouse is something that is
versatile, if nothing else. The versatility of the enterprise data warehouse is
just what the explorers are looking for. There is, therefore, a strong affinity
of farmers for the data mart and of explorers for the data warehouse.

Farmers operate almost exclusively on data mart data while explorers
operate on enterprise data warehouse data. Given that data marts are very
requirements-driven, the attraction of the farmer community to them is very
understandable. And it is likewise easy to understand the attraction of the
explorer community to the enterprise data warehouse. But multiple data marts
are not the only type of structure serviced by the enterprise data warehouse.
Figure 3.6 shows that other types of architectural components found in the
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corporate information factory are serviced by the enterprise data warehouse
as well.

The enterprise data warehouse serves as a basis for exploration warehouses,
project warehouses, and data mining warehouses. Each of these types of data
warehouses finds the granular data that resides in the enterprise data ware-
house to be particularly attractive. One very important aspect to the notion of
the enterprise data warehouse serving different communities is that there is a
“single version of the truth.” When the architecture looks like the one shown
in Fig. 3.6, there is always a basis for reconcilability if any two analytical
communities have a disagreement. In fact, the analysis created by different
analytical communities will differ over time. However, when the enterprise
data warehouse exists, there is the opportunity to reconcile the figures that
are in disagreement. However, if the different analytical communities do not
have a single basis of truth from which to operate, then there is almost no
chance that there will be a reconciliation should a difference of opinion arise.

3.1.6 Technological Foundation

Not surprisingly, the world of data marts is served by different technology
than the world of enterprise data warehouses. Figure 3.7 shows some of the
technological considerations of each of these worlds.

The world of data marts is an on-line analytical processing (OLAP) mul-
tidimensional world. The volumes of data found in the data marts allow data
to be accessed in a very flexible manner. In addition, relational technology is
sometimes used for data marts when the data mart is large and/or of a gen-
eral purpose nature. The essence of the data mart is flexibility and elegance of
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presentation. To many end users, the data mart IS the data warehouse. Sym-
metric multiprocessor (SMP) architecture is often useful for the data mart
environment because of its extreme flexibility and because of the ability to
economically handle the volumes of data found in the data mart.

3.1.7 Data Warehouse

The enterprise data warehouse environment is substantively different from
the data mart environment when it comes to technology. The enterprise data
warehouse environment operates against very large amounts of data. There-
fore, the number one priority of the database management system (DBMS)
and hardware platform found at the enterprise data warehouse level is the
ability to handle industrial strength amounts of data. The ability must
be both economical and technological. In the data mart environment, the
emphasis was on elegance of presentation of data and flexibility. It is a mis-
take to choose the enterprise data warehouse platforms based on the same
criteria. The enterprise data warehouse platforms are typically relational with
an emphasis on a massively parallel processing (MPP) hardware architecture.
This combination allows the technology to be scalable up to very large volumes
of data.

3.1.8 Informix Architecture

Informix offers an interesting and powerful architectural solution to the tech-
nology required for the data mart/enterprise data warehouse environment.
Figure 3.8 shows this architecture.

The Informix relational DBMS provides a very solid foundation for the
enterprise data warehouse. It offers the ability to manage very large amounts
of data while providing the performance and scalability required by a truly
enterprise-class data warehouse. Users should choose Informix as the founda-
tion of their enterprise data warehouse principally because of the soundness of
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its parallel, shared-nothing relational architecture—required for highly scal-
able database configurations.

Informix Red Brick� Warehouse provides an ideal solution for the indus-
trial strength data mart by virtue of its underlying star join architecture.
Informix Red Brick Warehouse allows requirements to be defined then opti-
mized in terms of design. But not only does Informix Red Brick Warehouse
offer the ability to accommodate star joins and snowflake structures, but it
also allows those structures to be managed on a grand scale. In this regard,
Informix Red Brick Warehouse surpasses the capacity capabilities of any of
the multidimensional vendors. And, finally, Informix MetaCube� rounds out
the Informix offering by providing a robust solution for smaller-scale data
marts that do not require all the capabilities provided by Informix Red Brick
Warehouse.

The Informix solution has technology that is optimal for each component
of the data mart/enterprise data warehouse environment. This is in contrast
to its competitors who try to stretch a single technology into a “one-size-fits-
all” solution. In fact, different organizations will need different combinations
of the capabilities offered by the Informix DBMS, Informix Red Brick Ware-
house, and MetaCube solutions. By having an architecturally diverse offering,
Informix can provide true mix-and-match capabilities to its users. Supply-
ing this kind of flexibility and complementary technology enables Informix to
deliver an optimal solution for any organization’s needs.

3.1.9 Building the Data Warehouse/Data Mart Environment

The data mart architecture/enterprise data warehouse architecture that has
been described can be built in many ways. The classical way to build the
architecture is to build the enterprise data warehouse first, then to build the
data marts next. Figure 3.9 depicts this classical approach.
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In the classical approach, the integration and transformation programs are
first built. Once built data is loaded into the enterprise data warehouse from
the legacy applications, then the data marts are built. There is an interesting
aspect to the pattern of development shown in Fig. 3.9, and that is the enter-
prise data warehouse is built iteratively. First, one part of the enterprise data
warehouse is built, then another part of the enterprise data warehouse is pop-
ulated. The enterprise data warehouse is not built in an all-at-once manner.
This means the data marts can be built very quickly after the enterprise data
warehouse is first populated. And there is nothing to say that farmers cannot
use the enterprise data warehouse directly after it is built and before the data
marts are built. As long as the data is in the enterprise data warehouse, and
as long as there are not too many users, there is nothing to say the farmers
cannot start their analysis on data found in the enterprise data warehouse.
It is only after the enterprise data warehouse has grown and the enterprise
data warehouse contains a lot of data that the farmers find the data mart
attractive.

The development pattern shown in Fig. 3.9 is very straightforward. It is
well documented in various methodologies for data warehouse development.
But there are those who would argue that building an enterprise data ware-
house and data marts, as shown in Fig. 3.9, is not a good approach. The
arguments used by opponents of the classical approach are:

• the enterprise data warehouse is big and requires a lot of resources;
• the enterprise data warehouse will take two to five years to build;
• management wants immediate feedback from the data warehouse effort

and does not have time to “do it right”; and,
• an enterprise data warehouse requires integration, and integration is not

easy to do, and so forth.
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Many reasons are given by opponents of the enterprise data warehouse for
not building the data warehouse properly. Among those who do not necessarily
advocate this approach are the data mart vendors who often see the enterprise
data warehouse as a threat to the building of data marts. The perspective of
some data mart vendors is that if they have to wait for customers to build
the enterprise data warehouse then their data marts will not be built quickly.
So the data mart vendor will often discourage a customer from taking an
enterprise data warehouse approach in favor of building one or more data
marts. What approach to development does the data mart advocate propose?
The “data mart first” approach is illustrated in Fig. 3.10.

In the first scenario, a data mart is created directly from the legacy envi-
ronment. At the end of the creation of the first data mart, the customer does
not experience any pain. Instead, the customer has a functional data mart and
is quite happy with it. In fact, the customer is so happy that another data
mart is quickly built. Now the customer notices that each data mart needs the
same detailed data as each other data mart. The customer remembers that
redundancy of data was not a good thing. But the second data mart brings
on a lot of happiness, so no one is particularly bothered by the redundancy
of data between two data marts. Soon another data mart is on its way. When
the third data mart arrives, it is noticed that the redundancy of detailed data
between the data marts continues to increase. This has a very negative effect
on the amount of money spent on each data mart because each data mart
is quite large. But there is another ill side effect and that is that there is no
reconcilability of data among data marts. When management asks how much
revenue the company made, each department uses its data mart to produce a
completely different value. The company now has stove pipe DSS applications
with no integration among them. But the progress of data marts continues.
A new data mart is built. Now the organization has four data marts. There
is massive redundancy of detailed data among each data mart. This means
that the cost of each data mart is high since each data mart is quite large.
And there is no reconcilability of data among the data marts. When manage-
ment asks the new data mart how much revenue was made, the answer is yet
another un-integrated, irreconcilable opinion. And now someone notices that
the interface between the legacy applications and the different data marts is
starting to grow into its own nightmare.

The number of programs that must be built and maintained, the competi-
tion for resources in accessing the legacy data, and the inability to coordinate
data among different data marts becomes unbearable. Someone stops and
shouts, “This is not what data warehousing is all about!” And, indeed, the
architecture described is not what data warehousing is all about. What must
be done to solve the problems shown in Fig. 3.10 is to build an enterprise data
warehouse, and it must become the source of data for the different data marts.
So the data mart approach ends up at precisely where the data mart vendors
had said a corporation did not want to be. The “data mart first” approach
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Fig. 3.10. The “long way around” to the building of the data mart/data warehouse
infrastructure

caused the customer to take the long way around. There are two very different
ways to arrive at the same place.

3.1.10 History

One of the major distinguishing characteristics of the data mart and the en-
terprise data warehouse environment is that of the amount of history stored
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in the different environments. Figure 3.11 illustrates the differences in history
as it is stored in the architectural components.

Figure 3.11 shows that the enterprise data warehouse contains a robust
amount of historical data. Five to 10 years (or even longer), depending on
the application, is the norm for the enterprise data warehouse. Furthermore,
in order to be effective, the historical data that is stored in the enterprise
data warehouse is stored at the detailed level. On the other hand, the data
mart environment contains relatively little historical data. The data mart may
contain from 60 to 90 days worth of data. On occasion, at a summary level,
the data mart will contain more historical data. Some data marts will contain
much more history than other data marts. But there simply is no comparison
to the amount of history contained in the data marts and the enterprise data
warehouse.

3.1.11 Nondetailed Data in the Enterprise Data Warehouse

The enterprise data warehouse can contain data that is nondetailed on occa-
sion. As a rule, the nondetailed data found in the enterprise data warehouse
makes up a very small percentage of the data found there.

Figure 3.12 shows that the enterprise data warehouse can contain corpo-
rately used, nondetailed data. In this case, the enterprise data warehouse
serves as a convenient central location for the corporate data. The corporate
data can take on any flavor and form. Another related type of data some-
times found in the enterprise data warehouse is public summary data or data
created by a department and made available to the general public. Again,
the enterprise data warehouse serves in the capacity as a convenient central
location for such data. And, finally, a corporation may have benchmark data
that is used widely across the corporation. The corporation will have to keep
the benchmark data somewhere, and the enterprise data warehouse is a good
place.
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3.1.12 Sharing Data Among Data Marts

In the same vein, the question arises as to whether departments should directly
share data among themselves. Figure 3.13 indicates that departments have the
opportunity to share data.

The scenario shown in Fig. 3.13 is not a good idea. If there is to be sharing
of data among departments, the sharing needs to be done by placing the
data to be shared in the enterprise data warehouse, then allowing access from
there. The scenario shown in Fig. 3.13 is the start of what has popularly
become known as the “spider web” scenario. In the spider web scenario, data
is passed in an almost random manner among different analysts. Soon data
loses its validity and its meaning.

3.1.13 The Manufacturing Process

As data passes from the enterprise data warehouse to the data marts, the
data undergoes what can be termed a manufacturing process. Figure 3.14
shows this process.

• the selection of data from the enterprise data warehouse;
• the aggregation of disparate data into a single structure, usually a star

join or a snowflake structure;
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Fig. 3.14. shows that data coming out of the enterprise data warehouse goes
through a complex and tedious process. The manufacturing process includes such
things as:

• the restructuring of data to meet the needs of the data mart users (such
as the restructuring of data into a multidimensional format);

• the creation and introduction of other variables. For example, as data
is being read into the data mart, there may be two variables: Product
A revenue and Product B revenue. The database designer creates a new
variable—Combined Revenue—by adding Product A and Product B rev-
enue together. There may be many reasons for the creation of such a
variable. Ease of analysis once the data mart is populated is probably
the primary reason for the creation of new variables at the moment of
manufacture;

• summarization of detailed data;
• merging of data as it passes into the data mart;
• granularizing data to meet the needs of the data mart user, and so forth.

In short, there is a lot of work that takes place as data moves from the
enterprise data warehouse to the data marts. Furthermore, the manufacturing
done for one data mart is almost always different from the manufacturing done
for another data mart. It is absolutely normal, however, for there to be some
amount of overlap from one data mart to the next. The same data element,
the same calculation, the same definition often appear across the different
data marts that a corporation creates.
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Fig. 3.15. For a large data mart, there are often subdata marts

3.1.14 Subdata Marts

On occasion a corporation will have a very large, general-purpose data mart.
On these occasions there may start to appear what can be termed subdata
marts. A subdata mart is one that emanates from a data mart.

Figure 3.15 shows how a marketing data mart has subdivided itself into
several “subdata marts,” one for wholesale accounts, one for retail accounts,
one for European accounts, and one for American accounts. The subdata
marts take on a life of their own, much like the data marts did as they sprang
from the enterprise data warehouse. The subdata marts may or may not:

• share the same technology as the data mart;
• coordinate their data with other sub data marts;
• participate in a common infrastructure, such as a common metadata in-

frastructure, and so forth.

Subdata marts are neither good nor bad, but are simply a reality that
must be dealt with. Subdata marts have the same problems as data marts,
including integrity of data, cost, and performance. But, in a way, subdata
marts are a sign of success since they indicate that users have adopted the
concept of data marts to the point where they want to create their own “mini”
version.

3.1.15 Refreshment Cycles

One of the marked differences between data marts and the enterprise data
warehouse is in the refreshment cycles in which each participates. Figure 3.16
shows the differences between the two environments.
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Fig. 3.16. Two very different refreshment cycles found in the data mart/data ware-
house infrastructure

Figure 3.16 shows that the refreshment cycle for the data warehouse is
relaxed and is “availability” driven. Availability driven refers to the movement
of data into the enterprise data warehouse once the data is available. In other
words, when data is transacted in the legacy environment, it is moved to the
enterprise data warehouse. The enterprise data warehouse needs fresh data
because it serves the needs of many types of DSS communities. However, the
data refreshment in the data mart environment is “need” driven. Need driven
refers to the fact that refreshment of the data mart is not made until the data
is needed in the data mart.

In general, this means that the data mart schedule of refreshment is not
done nearly as often as the refreshment of the enterprise data warehouse. One
of the most important aspects of the data mart/data warehouse environment
is that of refreshment. The amount of data needed to be refreshed, the inte-
gration and transformation that occurs during the refreshment process, the
profound effect that the cycle of refreshment has on the usability of data and
ultimately on the analysis that can be done on the data found in the data
mart/data warehouse environment all lead to the conclusion that refreshment
needs to be taken seriously as a cornerstone of the corporate information
factory.

3.1.16 External Data

External data is data whose origin is outside of the corporation’s systems.
External data can be some of the most useful data that a corporation has.
For example, it is often useful for a company to include general industry sales
to be compared to internal corporate sales. The executive can sit back and
compare the trends and the realities of corporate sales to the entire industry.
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Fig. 3.17. External data is data that can be blended with the data mart or with
the enterprise data warehouse

Such a benchmark is a good indication of how good or bad a corporation is
doing.

As another example of the inclusion of external data with internal data,
demographic growth is often useful to compare to sales or other corporate
measures. Demographic changes often help to precisely address the issue of
market penetration. Comparing internal results to demographic changes can
lead to insights otherwise not obvious. And external data can be entered into
either the data mart environment or the enterprise data warehouse environ-
ment. Figure 3.17 shows the possibilities for external data.

When external data is applicable and useful to only a single department,
it can be entered into a data mart. But when external data has applicability
or usefulness over more than one department, then the external data needs to
be entered into the enterprise data warehouse. External data has some unique
characteristics. The first is that the external data must be accepted on its face
value. External data, once acquired by the corporation, is not easily altered.
In the same vein, external data must have its key structure made compatible
with the key structures found in the enterprise data warehouse and/or the
data marts. If the external data is allowed to have different key structures,
then no meaningful comparison can be made between the external data and
the data found in the DSS environment.

3.1.17 Operational Data Stores (ODS) and Data Marts

Not all data goes from the legacy environment to the enterprise data ware-
house, then on to the data marts. Some data makes a detour through the
ODS. In particular, data needed for integrated online, real-time processing
passes from the legacy environment to the ODS. Then, after it has served its
purpose, it passes into the data warehouse.

Figure 3.18 shows that some data is routed through the ODS to the en-
terprise data warehouse. This data can ultimately arrive in the data mart
environment. The data mart does not make a distinction between data that
does or does not pass through the ODS. However, data never bypasses the
enterprise data warehouse and goes directly to the data mart from the ODS.
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Fig. 3.18. The route that data takes to go from the application environment through
ODS to the data marts

To omit placing the ODS data in the enterprise data warehouse would mean
robbing the architecture of its integrity. Such a movement is the first step
toward spider web systems.

3.1.18 Distributed Metadata

As we have already seen, the data mart environment and the enterprise data
warehouse environment are two very different architectural structures that
are often supported by different technologies. If there is to be cohesion—true
integration of data and systems across the environments—how exactly is this
cohesion achieved? The best way to achieve an enterprise-wide perspective is
to employ metadata. Metadata is the facility by which different architectural
components can exchange information.

What is metadata? The old definition of metadata is data about data.
But that definition is so broad as to be almost meaningless. Instead, a more
practical definition of metadata is that it is the information about the contents
of systems, rather than the actual contents of the systems themselves. As a
simple example, what does the number 458 represent in an inventory system?
The answer is that the actual content does not mean much until you know
that you are talking about 458 canisters. In this case, 458 is the content and
“canisters” is the metadata that gives meaning to the content. Metadata in
years past has always had a centralized orientation for the following reasons:

• metadata began in the days of the mainframe, where everything was cen-
tralized; and,

• the notion that in order for data to be shared, there needed to be a single,
centralized definition and description of the terms of metadata.

But metadata in the world of data marts and the enterprise data warehouse
is quite different. In this world, everything is distributed, not centralized.
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Fig. 3.19. Distributed metadata provides cohesion for the data mart/enterprise
data warehouse infrastructure

Therefore, a centralized approach to metadata is not appropriate to the world
of the data warehouse.

Figure 3.19 depicts a simplified view of distributed metadata and shows
that metadata resides at every data mart and at the enterprise data ware-
house. The first condition of distributed metadata is that there be local control
and management of the metadata. What does local control and management
of metadata mean? It means that each data mart and the enterprise data
warehouse can:

• create, delete, and alter its own metadata;
• determine who can and cannot have access to the metadata;
• specify that metadata is private to only the data mart or enterprise data

warehouse at hand;
• expect the metadata that is managed by the data mart or the enterprise

data warehouse to reside in the technology that is used. For example, if
one data mart were in Informix, then the metadata for that data mart
would exist as an Informix table. And if another data mart had Teradata
as its DBMS, then the metadata for that data mart would reside in the
data mart as a Teradata table, and so forth.

The first condition then for distributed metadata is that it resides in the
local architectural construct (i.e., the data mart or the enterprise data ware-
house). But merely distributing metadata across the enterprise is not suffi-
cient. All this distribution accomplishes is the solidification of the stove pipes
that separate data marts and the enterprise data warehouse. The next condi-
tion of distributed metadata is the condition that metaobjects be able to be
distributed across data marts and the enterprise data warehouse. This means
that one data mart can easily share metadata with another data mart. Or the
enterprise data warehouse can share metadata with another data mart.

As an example of the ability to share distributed metadata, consider two
data marts, one in Informix and one in DB2. The Informix data mart receives
a request for metadata that it manages and which resides in the data mart as
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an Informix table. The request is received and the Informix data mart sees no
reason why the metadata cannot be shared. The metadata that is requested
is sought and located. The metadata is then sent to the DB2 data mart. By
the time the metadata arrives at the DB2 data mart, the metadata has been
converted into a DB2 format so that the DB2 data mart can make sense of it.

Of course, the exchange is a two-way street. When the Informix data mart
requests DB2-managed metadata, the metadata is converted into an Informix
format by the time it arrives at the Informix data mart. So the second con-
dition for distributed metadata is that of metaexchange among the different
architectural constructs (i.e., the data marts and the enterprise data ware-
house). But there is a third important condition: namely that there be in-
tegrity of metadata across the enterprise. This principle can be expressed as
the “system of record for metadata,” and can be stated as follows:

• every unit of metadata can have one and only one owner across the enter-
prise.

In other words, if an Informix data mart owns a unit of metadata, then
no other data mart or enterprise data warehouse (or anything else, for that
matter) can own the unit of metadata. This means that as metadata is added
to the system and before the addition can be confirmed, the distributed meta-
data manager must check to see if the metadata is owned elsewhere. If the
metadata is owned elsewhere, ownership cannot be assigned again. Only if
the metadata is not previously owned can the metadata be assigned to the
new owner. Of course, the ownership of metadata can be reassigned. But a
reassignment entails organizational and political decisions, where a consensus
of opinion needs to be reached.

Owning metadata implies that the organization that owns it has exclusive
rights to the creation, deletion, and alteration of the metadata, as well as
the right to determine who can and cannot access the metadata. Once the
system of record across the enterprise is introduced, sharability of metadata
with integrity becomes a reality. As a unit of metadata is passed around the
enterprise, the record of the ownership is carried with the metadata to clearly
mark the metadata as being shared.

3.1.19 Managing the Warehouse Environment

Another interesting aspect of the data mart/enterprise data warehouse
environment is that of the ongoing management and administration of the
environment. Figure 3.20 illustrates a monitor that is used in the manage-
ment of the environment.

The activity that passes into the data warehouse and the data marts is of
keen interest to the data warehouse administrator. With an activity monitor,
the data warehouse administrator can tell such important things as:
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Fig. 3.20. Monitoring the enterprise data warehouse is an important part of the
infrastructure

• who is using the warehouse;
• what queries are the most common;
• what resources are being used the most; and,
• when the warehouse is being used.

There are other important aspects of monitoring as well, such as the de-
termination of what data is and is not being used. This determination is most
important when considering what data is safe to be purged from the ware-
house. If an organization does not take seriously the purging of data from
the warehouse, then several very bad (and totally unnecessary!) things can
happen:

• the cost of the warehouse goes sky high;
• the performance in the warehouse grows worse, as data that is used hides

behind masses of data that is not being used; and,
• the designer must increasingly aggregate and summarize data in order to

accommodate the small amount of data available for new data in the data
mart or enterprise data warehouse.

Multidimensional, OLAP technology is quite suitable for the data mart
environment, while industrial strength, scalable technology does well for the
enterprise data warehouse environment. There are two ways to build the en-
terprise data warehouse/data mart environment. Build the enterprise data
warehouse iteratively, then extend the data marts from the enterprise data
warehouse, or build the data marts first, then go back and build the enter-
prise data warehouse and extend the data marts from the enterprise data
warehouse. In the long run, building the enterprise data warehouse is the
least expensive and the cleanest approach.

However, some organizations take what they believe to be a more ex-
pedient approach and build data marts first. In the long run, they use
more development resources than if they had built the data warehouse first,



102 3 Data Marts and Data Warehouse

although it is not obvious that that is going to be the case until well into the
DSS exercise.

Data marts and the enterprise data warehouse have different characteris-
tics, the most important distinctions being that:

• the enterprise data warehouse contains a robust amount of history while
the data marts contain a limited amount of history;

• the data marts are smaller than the enterprise data warehouse; and,
• the enterprise data warehouse contains other than granular data, such as

corporate summary data.

There is an essential “manufacturing process” that occurs as data moves
from the enterprise data warehouse to the data marts. The manufacturing
process reshapes the corporate, granular data found in the enterprise data
warehouse into a requirements-driven departmental structure. In addition,
“subdata marts” are often developed off of large, actively used data marts.
The subdata marts experience all the same problems and challenges that the
data marts do. There is a very different refreshment cycle for the enterprise
data warehouse and data marts. Data marts are refreshed on the basis of
need by the departments that own the data mart. Data warehouses are gen-
erally refreshed on the basis of availability of new data ready to enter the
data warehouse. External data can be loaded into either the data marts or
the enterprise data warehouse, depending on the usage of the external data.
The comparison of external data to internal data can lead to very important
insights at the executive level.

Distributed metadata is required for the management of the distributed
data mart/enterprise data warehouse environment. Informix has an architec-
tural edge over the competition in that they have specific and unique products
to fit the architecture. The Informix DBMS is well suited for the needs of the
data warehouse. Informix Red Brick Warehouse is well suited for large, in-
dustrial strength data marts. And MetaCube is positioned for start up and
casual data marts. No other vendor has technology that is unique and optimal
across the architecture of the corporate information factory.

3.1.20 OLAP

The purpose of the section that follows is to define On-Line Analytical Process-
ing (OLAP), who uses it and why, and to review the key features required for
OLAP software as referenced in the OLAP Council benchmark specification.

What Is OLAP?

During the last ten years, a significant percentage of corporate data has mi-
grated to relational databases. Relational databases have been used heavily in
the areas of operations and control, with a particular emphasis on transaction
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processing (for example, manufacturing process control, brokerage trading).
To be successful in this arena, relational database vendors place a premium
on the highly efficient execution of a large number of small transactions and
near fault tolerant availability of data.

More recently, relational database vendors have also sold their databases
as tools for building data warehouses. A data warehouse stores tactical in-
formation that answers “who?” and “what?” questions about past events. A
typical query submitted to a data warehouse is: “What was the total revenue
for the eastern region in the third quarter?”

It is important to distinguish the capabilities of a data warehouse from
those of an OLAP (On-Line Analytical Processing) system. In contrast to a
data warehouse, which is usually based on relational technology, OLAP uses
a multidimensional view of aggregate data to provide quick access to strategic
information for further analysis.

OLAP enables analysts, managers, and executives to gain insight into data
through fast, consistent, interactive access to a wide variety of possible views
of information. OLAP transforms raw data so that it reflects the real dimen-
sionality of the enterprise as understood by the user.

While OLAP systems have the ability to answer “who?” and “what?”
questions, it is their ability to answer “what if?” and “why?” that sets them
apart from data warehouses. OLAP enables decision making about future
actions. A typical OLAP calculation is more complex than simply summing
data, for example: “What would be the effect on soft drink costs to distrib-
utors if syrup prices went up by $.10/gallon and transportation costs went
down by $.05/mile?” OLAP and data warehouses are complementary. A data
warehouse stores and manages data. OLAP transforms data warehouse data
into strategic information. OLAP ranges from basic navigation and browsing
(often known as “slice and dice”), to calculations, to more serious analyses
such as time series and complex modeling. As decision makers exercise more
advanced OLAP capabilities, they move from data access to information to
knowledge.

Who Uses OLAP and Why?

OLAP applications span a variety of organizational functions. Finance depart-
ments use OLAP for applications such as budgeting, activity-based costing
(allocations), financial performance analysis, and financial modeling. Sales
analysis and forecasting are two of the OLAP applications found in sales
departments. Among other applications, marketing departments use OLAP
for market research analysis, sales forecasting, promotions analysis, customer
analysis, and market/customer segmentation. Typical manufacturing OLAP
applications include production planning and defect analysis.

Important to all of the above applications is the ability to provide man-
agers with the information they need to make effective decisions about an
organization’s strategic directions. The key indicator of a successful OLAP
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application is its ability to provide information as needed, i.e., its ability to
provide “just-in-time” information for effective decision making. This requires
more than a base level of detailed data.

Just-in-time information is computed data that usually reflects complex
relationships and is often calculated on the fly. Analyzing and modeling com-
plex relationships are practical only if response times are consistently short.
In addition, because the nature of data relationships may not be known in
advance, the data model must be flexible. A truly flexible data model ensures
that OLAP systems can respond to changing business requirements as needed
for effective decision making.

Although OLAP applications are found in widely divergent functional
areas, they all require the following key features:

• Multidimensional views of data
• Calculation-intensive capabilities
• Time intelligence

Multidimensional Views

Multidimensional views are inherently representative of an actual business
model. Rarely is a business model limited to fewer than three dimensions.
Managers typically look at financial data by scenario (for example, actual vs.
budget), organization, line items, and time; and at sales data by product,
geography, channel, and time.

A multidimensional view of data provides more than the ability to “slice
and dice”; it provides the foundation for analytical processing through flexible
access to information. Database design should not prejudice those operations
that can be performed on a dimension or how rapidly those operations are
performed. Managers must be able to analyze data across any dimension, at
any level of aggregation, with equal functionality and ease. OLAP software
should support these views of data in a natural and responsive fashion, insu-
lating users of the information from complex query syntax. After all, managers
do not have to understand complex table layouts, elaborate table joins, and
summary tables.

Whether a request is for the weekly sales of a product across all geograph-
ical areas or the year-to-date sales in a city across all products, an OLAP
system must have consistent response times. Managers should not be penal-
ized for the complexity of their queries in either the effort required to form a
query or the amount of time required to receive an answer.

The OLAP Council APB-1 performance benchmark tests a server’s ability
to provide a multidimensional view of data by requiring queries of varying
complexity and scope. Basic aggregation is performed on some of the di-
mensions (product, customer, and channel). More complex calculations are
performed on other dimensions. The measure dimension computes ratios and
averages. Variances are computed along the scenario dimension. A complex
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model based on historical performance is used to compute the forecast sce-
nario. Consistently quick response times to these kinds of queries are key to
establishing a server’s ability to provide multidimensional views of informa-
tion.

Complex Calculations

The real test of an OLAP database is its ability to perform complex calcu-
lations. OLAP databases must be able to do more than simple aggregation.
While aggregation along a hierarchy is important, there is more to analy-
sis than simple data roll-ups. Examples of more complex calculations include
share calculations (percentage of total) and allocations (which use hierarchies
from a top-down perspective).

Key performance indicators often require involved algebraic equations.
Sales forecasting uses trend algorithms such as moving averages and percent-
age growth. Analyzing the sales and promotions of a given company and its
competitors requires modeling complex relationships among the players. The
real world is complicated – the ability to model complex relationships is key
in analytical processing applications.

OLAP software must provide a rich tool kit of powerful yet succinct compu-
tational methods. To make developers more efficient and business users more
self-sufficient, the vehicle for implementing computational methods should be
clear and nonprocedural. If the method for creating the desired calculations is
not clear, development time and/or usage will suffer. If the calculation method
is procedural, changes to the system cannot be done in a timely manner,
effectively eliminating access to just-in-time information.

Whereas transaction processing systems are judged on their ability to col-
lect and manage data, analytical processing systems are judged on their abil-
ity to create information from data. The OLAP Council APB-1 performance
benchmark contains a representative selection of calculations, both simple and
complex. An example of a simple calculation contained in the performance
benchmark is the calculation of margin (sales minus costs). The computa-
tion of the forecast is the most complex calculation contained in the current
version of the performance benchmark. Historical data is used to project the
future and aggregate data is used to estimate input data. Other more complex
calculations, such as allocations and trend analysis, are also often found in
OLAP systems.

Time Intelligence

Time is an integral component of almost any analytical application. Time is a
unique dimension because it is sequential in character (January always comes
before February). True OLAP systems understand the sequential nature of
time. Business performance is almost always judged over time, for example,
this month vs. last month, this month vs. the same month last year.
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The time hierarchy is not always used in the same manner as other hi-
erarchies. For example, a manager might ask to see the sales for May or the
sales for the first five months of 1995. The same manager might also ask to
see the sales for blue shirts but would never ask to see the sales for the first
five shirts. Concepts such as year-to-date and period-over-period comparisons
must be easily defined in an OLAP system.

In addition, OLAP systems must understand the concept of balances over
time. For example, if a company sold 10 shirts in January, five shirts in Febru-
ary, and 10 shirts in March, then the total balance sold for the quarter would
be 25 shirts. If, on the other hand, a company had a head count of 10 employ-
ees in January, only five employees in February, and 10 employees again in
March, what was the company’s employee head count for the quarter? Most
companies would use an average balance. In the case of cash, most companies
use an ending balance.

The OLAP Council APB-1 performance benchmark contains examples of
how time is used in OLAP applications. Smoothed sales are computed as a
three-month moving average. Inventory is aggregated as an ending balance.
The forecast calculation uses this year’s vs. last year’s knowledge, year-to-date
knowledge, and annualization factors.

OLAP Benefits

Successful OLAP applications increase the productivity of business managers,
developers, and whole organizations. The inherent flexibility of OLAP systems
means business users of OLAP applications can become more self-sufficient.
Managers are no longer dependent on IT to make schema changes, create
joins, or worse. Perhaps more importantly, OLAP enables managers to model
problems that would be impossible using less flexible systems with lengthy
and inconsistent response times. More control and timely access to strategic
information equal more effective decision making.

IT developers also benefit from using the right OLAP software. Although
it is possible to build an OLAP system using software designed for transaction
processing or data collection, it is certainly not a very efficient use of developer
time. By using software specifically designed for OLAP, developers can deliver
applications to business users faster, providing better service. Faster delivery
of applications also reduces the applications backlog.

OLAP reduces the applications backlog still further by making business
users self-sufficient enough to build their own models. However, unlike stand-
alone departmental applications running on PC networks, OLAP applications
are dependent on data warehouses and transaction processing systems to re-
fresh their source level data. As a result, IT gains more self-sufficient users
without relinquishing control over the integrity of the data.

IT also realizes more efficient operations through OLAP. By using soft-
ware designed for OLAP, IT reduces the query drag and network traffic on
transaction systems or the data warehouse.
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Lastly, by providing the ability to model real business problems and a
more efficient use of people resources, OLAP enables the organization as a
whole to respond more quickly to market demands. Market responsiveness, in
turn, often yields improved revenue and profitability.

3.2 Data Warehousing for Healthcare: The Greatest
Weapon in your Competitive Arsenal

3.2.1 A Data Warehousing Perspective for Healthcare

The dramatic changes underway today in the healthcare industry are the
result of ambitious industry and government efforts to curb sky-rocketing
healthcare costs. Two key issues, cost containment and efficiency, will be the
cornerstones of the healthcare industry’s new infrastructure. To contain costs,
payers (i.e., insurance companies, employers, and government agencies) are
turning to health maintenance organizations (HMOs), preferred provider or-
ganizations (PPOs) and other managed care entities that have demonstrated
the ability to cut costs. Through efficiencies that rely on economies of scale,
tough bargaining methods, and the elimination of unnecessary services, these
organizations have become the care providers of choice for government and
private industry. As early as 1992, roughly half of all workers in the United
States were enrolled in managed care plans, up from 27% five years before,
according to a study by Foster & Higgins. It is no wonder in the age of cost
control, capitated payments and the need for outcomes research (monitoring
of clinical procedures to help determine the most clinically effective and cost
effective treatments), senior executives are now looking toward information
technology (IT) to give them the strategic/competitive advantage within the
marketplace.

Data warehousing is a management tool that enables executives to access
the information they need to make informed business decisions. A data ware-
housing system pulls together information from disparate sources to construct
an integrated view of business activities as shown in Fig. 3.21. These systems
then transform the data into a consistent, easily accessible format and distrib-
ute the data to where it is needed for decision making. Although the actual
data warehouse itself may be the responsibility of the IT department, the
project should be driven by business management because a data warehouse
is only as good as its ability to guide management in making strategic and
informed business decisions. Business users can then efficiently analyze vast
quantities of data, uncover hidden opportunities, and enhance their organiza-
tions’ competitive advantage.

3.2.2 Adding Value to your Current Data

Today’s healthcare organizations gain competitive advantage by making smart
decisions based on complete information. Developing the best method to man-
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Fig. 3.21. A data warehousing system

age customer relationships or contain costs can mean sifting through massive
amounts of data from multiple geographic locations, company departments
and providers. The key to unlocking many healthcare issues, such as how
to manage provider issues, eliminate fraud, control costs, and maintain effi-
ciency, can be found in the data that already exists within the organization.
The trick is being able to extract the relevant information from the data
to build conclusions about customers and guide marketing efforts. Although
data warehousing has been around for many years, healthcare organizations
are just beginning to understand and realize the benefits this technology has
to offer the industry. As a point of reference, it is believed that the data ware-
housing market will grow from a $4 billion industry in 1998 to $6.5 billion in
the year 2000. Data warehousing is an effective tool for a competitive industry
like healthcare. But why? What can data warehousing do to help a healthcare
organization compete and survive?

• Enhance customer relationship management
• Improve provider management
• Prepare for HEDIS reporting
• Perform disease management
• Reduce fraud

3.2.3 Enhance Customer Relationship Management

“Cradle-to-grave” care is today’s industry buzzword. Healthcare organiza-
tions understand that in order to keep patients for life, they need to satisfy
customer groups and the individual patient. Customer relationship manage-
ment is, therefore, a focus on member retention as well as customer satisfac-
tion. Data warehousing can be used for a multitude of programs to effectively
and efficiently enhance customer relationship management. For example, to
keep customer groups informed of the high level of service they are receiving,
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provider outcomes and cost analysis reports are made easily accessible. On
a much more personal level, a data warehouse can trigger a flag so that a
birthday card can be sent to individual patients. Much can be learned about
a patient population from analyzing basic member information.

Such information as service utilization patterns and demographics of mem-
ber groups can help organizations make targeted business decisions that help
them with more strategic marketing campaigns and better customer under-
standing. One of the largest healthcare providers in the country is planning to
enhance its data warehousing system to enable managed-care providers and
members to check on claim status and member eligibility and to receive well-
ness information via voice response. This superior customer service feature
demonstrates the organization’s commitment to its members as well as its
providers.

3.2.4 Improve Provider Management

The cornerstone of managed care is provider management. It is imperative
that an organization accurately gauge how each provider is doing in terms of
cost of care, outcomes, as well as their contract and credentialing status. In-
formation that “slips through the cracks” in this area could mean the loss of
hundreds of thousands of dollars over time. A data warehouse provides a sin-
gle source where users can analyze claims-based utilization in detail. Excessive
spending can be pinpointed and providers can be alerted to both negative as
well as positive results, then an appropriate course of action can be devel-
oped. Currently, a national healthcare management company is using data
warehousing to support provider network management and referral queries,
which assists with NCQA accreditation. Other healthcare organizations have
utilized data warehousing to monitor ancillary department activities, such as
pharmacy cost trends and mental healthcare analysis. As data warehousing
becomes prevalent throughout the enterprise, costs will be better managed,
quality of care will increase and greater provider satisfaction will be realized.

3.2.5 Reduce Fraud

Fraudulent claims cost the healthcare industry billions of dollars every year.
By using a data warehouse, a healthcare organization can detect poten-
tial fraud and take steps to resolve the situation in a timely manner. One
healthcare organization has combined artificial intelligence with their data
warehouse. Claims are compared to the organization’s business rules and dis-
crepancies are reported. The organization can then look at each discrepancy
on a case-by case basis. This system has reported a savings of $1 million every
month! This technology saves money for the organization and helps to manage
resources more effectively.
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3.2.6 Prepare for HEDIS Reporting

Not only can organizations use a data warehouse for HEDIS reporting, they
can use this information to proactively evaluate how they are doing. For ex-
ample, an organization can run a report six months prior to needing to file
official reports. This can identify areas that need improvement. The organi-
zation can then use the six months to implement improvements in order to
score even higher on the actual HEDIS report.

3.2.7 Disease Management

A data warehouse can transform a patient’s medical record into an analytical
tool for optimizing the care of each patient individually. This enables clinicians
to continuously monitor and analyze the condition of each patient to facili-
tate timely and effective clinical decisions. Workflow efficiencies are enhanced
when the “big picture” can be seen by integrating clinical, administrative, and
financial data. For example, in one healthcare organization’s kidney dialysis
ward, a provider was having greater success with his patients than the other
provider. His care plans and costs were analyzed and it was discovered that
he had consistently found an iron deficiency when he cleansed his patient’s
blood, so he prescribed iron supplements on a regular basis. The care plan
in the ward was adjusted and it became a clinical practice that all providers
prescribe iron supplements to their patients in this ward. The quality of care
throughout the ward has increased, and the costs have gone down.

3.2.8 What to Expect When Beginning a Data Warehouse
Implementation

In today’s world of distributed, disparate data sources, changing user needs,
and demanding turn-around schedules, building and owning a data warehouse
is often a complex challenge. The development, implementation, and use of a
data warehouse can be eased by considering the following factors:

Integration– Technology should be chosen that works in tandem to provide
a single, simple data warehouse solution. Data must be able to be extracted
from a variety of sources and transformed into information that makes sense
to the business user. A data warehouse project is complex enough without
having to fight with proprietary systems that cannot easily retrieve data.
Open technology is the key.

Fast Implementation– An integrated data warehousing solution will enable
rapid deployment and lower total cost of ownership. Rapid deployment equates
to a faster return on investment (ROI). If planned correctly, and implemented
appropriately, ROI for a data warehouse should be very quick. Most organi-
zations can expect to realize their return within a couple of months.
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Performance– Query speed is important, so look for data stores that are
optimized for decision support. Performance should be maintained regardless
of what is asked and how many people are asking it. Regardless of format,
data should be able to be consolidated into a single repository.
Enterprise-wide metadata management– Look for integrated tools for cap-
turing, synchronizing, managing, and using metadata throughout the data
warehouse. Quick access to information across the entire enterprise allows
users to make informed business and clinical decisions and do their jobs more
efficiently.
Ease of Use– Once the warehouse is populated, an intuitive query interface
should open the warehouse to a wide audience. (The warehouse will lose its
value if it is not easy to use.) Business users need to be able to enter queries
in simple English—not complex coding. Additionally, users need to be able to
easily create professional reports and use third-party reporting and analysis
tools. This increases productivity because people get the information they
need quicker and resources are better managed because the IT department
does not have to be called.
Replication– Whatever an organization’s replication requirements—efficient
regular updates, data that is within seconds of real time or sophisticated
change-based warehouse updates—make sure the vendor’s solution can access
and synchronize diverse data sources through the nonintrusive capture of the
operational transactions generated.
Expertise and Experience– Buying the right technology is only the first step
toward implementing a data warehousing solution. You need to confirm that
the vendor you have selected has the expertise and the experience to success-
fully implement the data warehousing solution. Make sure the vendor has a
master plan for building, using, and managing an enterprise data warehouse.
Demand a road map for meeting short-term tactical goals and for extending
the data warehouse to meet your organization’s long-term strategic objectives.

3.2.9 Definitions

As with any technology revolution, the industry terms and acronyms run
rampant. To create a level playing field, here are some definitions:
Data Warehouse– A large-scale, central database with read-only electronic
files that is loaded with information from multiple operational databases for
the purpose of end-user access and decision support. Data warehouses accom-
modate random, ad hoc queries and let users drill down to minute levels of
detail. Data warehouses differ from an operational system, where data is static
and updated in a scheduled manner through massive data loading procedures.
Data in the warehouse generally covers a longer time period and integrates
information from more sources than do operational systems. A warehouse
is designed to integrate data from the operating systems while retaining a
basic relational structure. Simply put, a data warehouse puts raw data into
context for product and marketing strategies.
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Data Mart– Data marts are “segments” of a data warehouse presenting a
specific data set to individual business units, such as vertical marketing de-
partments or finance. Data marts are a flexible approach to data warehousing
that allow individual business units to have strong control over the type of
information they have access to and how they can manipulate it for analysis,
while still maintaining a single centralized data warehouse.

Operational Data– Data filtered from operational systems, such as billing,
lead management tracking systems and customer support systems, are entered
into a data warehouse for analysis.

Data Mining– Querying a data warehouse’s operational data to “dig up”
information about customer preferences.

MetaData– Information about data, such as a piece of data’s origin. For ex-
ample, did this information come from marketing or finance, or did it come
from some external source, such as a purchased mailing list?

3.3 Data Warehousing in the Telecommunications
Industry

There’s turmoil in the telecommunications industry—worldwide turmoil. In
the U.S., the Telecommunications Act of 1996 has ended government rules
that maintained barriers between local and long-distance calling, cable TV,
broadcasting and wireless services. In Europe, deregulation has opened markets
in England, Sweden, and Finland. In 1998, 15 European countries are due to
liberalize theirs. Developing nations such as Chile, Malaysia, and Peru have
dismantled state-owned phone monopolies. This restructuring will create new
market opportunities and will end the exclusive access to customers that has
been enjoyed by the incumbent monopolies.

As competition intensifies and the network becomes a commodity, service
providers are faced with the need to reduce costs, add value to their services,
and ensure differentiation. Once a customer can choose among different car-
riers, customer care and marketing intelligence become strategic functions in
retaining and gaining market share. All this change demands that a carrier’s
supporting infrastructure be responsive and flexible, in one word—agile. Agile
in its approach to the market, the way it responds to its customers, and its
delivery of new services. Making decision-support information instantly acces-
sible to the knowledge worker creates the agile enterprise: quick, competitive,
and in control of business. When done right, a data warehouse coupled with a
focused set of decision-support applications provides for seamless integration
of communication services globally, better understanding of profitability, and
a focused marketing effort.

The introduction of data warehousing and decision-support technology
addresses the following issues in the organization:
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Market Expansion. As was seen in the interexchange and cellular markets,
competition will result in lower prices, new services, and, ultimately, a larger
available market. The introduction of new technologies, as seen in the past
with cellular, faxes, paging, and the Internet, has resulted in the growth of
total network usage.

Integration of New Lines of Business. The opportunity to market more ser-
vices and offerings to existing and new customers is moving telecom companies
into new businesses such as long-distance service, cable TV, video-on-demand,
and Internet access. The delivery of a worldwide support network with the
capability to connect everyone in the world for the movement of voice, video,
and data on a massive scale will provide immense market opportunity.

Mergers and Acquisitions. As the deregulated markets stabilize, many of the
new entrants, particularly the smaller carriers, will be acquired by either larger
communications companies or new investors. Some of these new competitors
will have very different business models, e.g., resellers of local and/or interex-
change services, than the acquiring carrier; these new business models must
be quickly and efficiently integrated into the existing structure.

Market Environment. The telecommunications industry is one of the leading
users of technology in the world. Historically, this technology has provided
service and competitive advantage to early adopters (e.g., British Telecom
providing specific discount structures through logging calls over a rolling 15-
month period). Utilizing technology can enhance a company’s market share
and contribute to profitable growth. This is likely to be achieved by:

Focusing on the Customer. Products will be increasingly targeted at the indi-
vidual in this new customer centric era. The better understanding of customers
and marketing based on that knowledge then becomes essential. Communica-
tions companies are using tools such as marketing databases, customer infor-
mation systems, enhanced customer service capabilities, predicative behavior
models, and integrated marketing systems to improve and solidify their re-
lationship with the customer. This will lead to mass customization through
almost infinite rating structures providing service on a customer-by-customer
basis, thereby keeping the customer base while maintaining revenues and
margins.

Another aspect of focusing on the customer is the need to simplify things
for the consumer. To meet this need, communications companies are moving
toward offering bundled services or “one-stop shopping,” providing customers
with all their telecom needs: local telephone, long distance, wireless, Internet,
and cable TV services—all in one bill. MCI is already providing bundled
services through its MCI One program.

Reducing Time-to-Market. As the market becomes more competitive, the
speed with which a carrier deploys new offerings will become more critical.
The time to market of products becomes crucial as any technology leadership
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becomes transient. This will require activities such as prelaunch analysis, mar-
ket trials, trend analysis, service roll-out structures, and lifecycle predictions.
Irrespective of market type, additional capabilities at the beginning of the
planning cycle will enhance the likelihood of service success, maximize return
on investment, and increase the ability to respond quickly to market changes.

Differentiating Business Processes. The business processes and associated IT
support systems must add value and support revenue generation while min-
imizing operational costs. The data stored in the IT systems must be trans-
formed into information to introduce and enhance market opportunities. The
challenge is to determine the best means to coordinate, measure, and control
the different functions that deliver services to the customer.

Developing an Agile Company. The winners in the telecom industry need a
number of basic elements: critical size, adequate capital, a responsive culture, a
passion for customer satisfaction, market knowledge, a customer-driven service
portfolio, and agility. Strategic planning is required although the company
must have the ability to react to market changes or opportune situations. The
agile company has the support infrastructure necessary to react quickly and
flexibly within the constraints of current business practices.

Agile Decision Making. Decision making based on the analysis of customer
data is a requirement across all areas of the organization, from strategic plan-
ning to customer service. If the telecom of the future is to succeed, it must
use technology to address its business challenges, thus adding value directly
to the business. There are a number of key activities an agile company must
address:

Customer Care/Customer Retention. Carriers are facing complex challenges.
They must offer multiple new services and convergent billing while present-
ing a single, seamless presence to the customer. Customer service is often the
only point of contact the carrier has with the customer and is often the re-
sponsible element in both minimizing churn and maximizing revenue through
cross-selling. To perform this task successfully, a single view of the customer
is needed with rapid access to call history, both billed and nonbilled calls.
This makes it possible to turn any customer query or complaint into a sales
opportunity.

Churn Analysis. The objective of churn analysis is to reduce customer turn-
over by using advanced modeling tools that analyze customers’ patterns in
connects, disconnects, and changes of service. The information in a data ware-
house can be used with churn prediction applications to identify high-risk
targets and to provide, through outbound marketing, appropriate counter
measures to retain the customer. One U.S. wireless carrier reduced churn
from 30% to 25% in 6 months by using this application solution. With the
advent of local exchange competition and local number portability, churn is
about to become a major concern for wireline carriers as well.
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Sales and Marketing Analysis (Campaign Management). The objective of
sales analysis is to maximize the revenue potential of the network through
the optimum mix of products and services, revenue, and profit. Accuracy and
speed in tracking services and sales is the key to informed and agile decision
making. Sales analysis requires a representative volume of call detail records
(CDRs) to allow information based on actual data in the enterprise to be an-
nualized. This allows business analysts to determine the direction of services
and their profitability.

Database Marketing. Service providers see the need to provide customized
services, targeted at each demographically dispersed customer. Data ware-
housing is the key component to enable this capability. Database marketing
closely tracks trends so that the customer base can be profiled, segmented,
and targeted. This type of marketing can maximize the short-term revenue of
new and existing products and services by leveraging knowledge of existing
customers. Accurate information is also key to rapidly trial new products. For
example, customers who match the target profile for a new tariff can be se-
lected. These customers are then monitored and the impact of the new tariff
examined on a near real-time basis. In addition, billing can be carried out
directly to prevent complex amendments to the billing system until the tariff
has proven successful.

Network Capacity Planning and Utilization. Network planners require accu-
rate information about the network utilization and the ability to link net-
work information to the associated revenue and profit contribution of network
elements. For example, a number of network elements may require upgrading.
It is advantageous to prioritize the upgrades based on their potential impact
on profit. The ability to analyze call detail records based on network element
criteria makes this possible.

Fixed Asset Management. Many companies are not minimizing their cost base
due to poor management systems, making them unable to accurately detail
and track their assets. To address this problem, one major U.S. communica-
tions company uses an asset data warehouse to effectively manage their asset
base. It ties financial and asset systems together via asset serial numbers which
streamlines asset tracking. Managing fixed assets has a significant impact on
cost structure and returns notable annual savings.

Executive Information Systems. Managers require a consistent, enterprise-
wide view of business information. This requires a single data source that
ensures a single view of the customer across all service areas. A top-level view
is required, although the ability to “drill down” into specific information is also
necessary. Trend analysis and investigation of anomalies can show marketing
and service performance.

Why are Existing IT Systems Inadequate?. In the past, companies invested in
proprietary systems and made significant investments to develop applications
to support the business. However, these systems often failed to deliver quality
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information to the business because in most cases data warehousing efforts
utilized rehashed on-line transaction processing (OLTP) techniques resulting
in data that was outdated, of poor quality, and not entirely relevant. With
the advent of robust, scalable open systems; new applications and software
tools were introduced. Today, advanced transactional analysis, workshop, and
dimensional modeling techniques are available. Transaction-intensive systems
are designed for the capture and processing of data—not for the provision of
information.

Attempts to use them for information provision fail to address the following
issues:

Query Performance without Impacting Transaction Processing. Transaction
processing systems are optimized for small discrete transactions. DSS queries
that are run against an OLTP system involve complex table joins and full
table scans. A single query can consume all the available computing resources
and prevent the critical transaction processing load from running. Restricting
the queries to run at off-peak hours or on a duplicate copy of the transaction
processing system, while eliminating the impact on the transaction processing
load, is not an acceptable solution as the computing resource required is still
too great.

Single View of the Business. Typically companies have multiple transaction
processing systems to support the multiple services that they offer. Even if it
is technically possible to run a distributed query against the multiple systems
it is not practical to link a customer’s data from one system with that of
another system. A single, integrated database is required.

Data Legibility for Business Users. Transaction processing database schemas
are typically very complex and consist of many hundreds of tables. Since
simple business entities are stored across multiple tables, to get meaningful
information, a detailed understanding of the schema is required. The average
business user has neither the time nor inclination to acquire this level of
knowledge. Moreover, naive use of such a system frequently leads to incorrect
results being generated. It is necessary to provide a data model that reflects
the business.

Integration with Appropriate Tools. To enhance competitiveness it is not only
necessary to have the right information at the right time, it must also be
presented in a useful way. Large paper-based reports are typically ignored
with the exception of a small amount of key data that is manually entered
into a spreadsheet. Data must be delivered in a format that is appropriate for
its use. For managers this would typically be integrated with their standard
PC-based spreadsheet. Analysts require advanced modeling utilities, while
customer service representatives require integration with existing call handling
systems.



3.3 Data Warehousing in the Telecommunications Industry 117

Existing System Structure. The diagram shows a view of a typical telecom-
munications company that has several data repositories utilizing various ap-
plications. Often, the applications do not have standard interfaces and have
not been integrated. This leads to a number of different views of the customer
with no ability to integrate the information. Often the data is not complete
and cannot be combined into one data model. From a business standpoint,
it is impossible to build an accurate, comprehensive profile of the customer,
which often leads to incorrect actions being taken.

The Agile Telecom. To provide the modern communications company with an
environment that supports the business, an architecture has been developed
to address the technological and business issues it faces. This architecture
takes all the disparate systems that have been developed and overlays an
infrastructure, which centralizes the market data, customer data, call data,
and internal resources data. It integrates and consolidates IT systems and
implements focused solutions, which address each of the businesses’ issues
through system and application deployment—seamlessly. This architecture
consolidates and fully integrates the three key functions in the organization:

One Call: Many communications companies today have developed internal
systems to support newly introduced services. The existing system structure
is shown in Fig. 3.22. However, often these systems are not integrated causing
problems for customer service representatives handling a customer’s request.
Modern applications allow the various systems to be integrated and allow the
same representative one view of the customer whether involved with inbound
or outbound calls. Another benefit of this system is that each agent can handle
more calls, thereby improving productivity and reducing costs. Also important
is the reduction in the cost of training new agents. A well-designed system can
prioritize a caller. Customers can be segmented into different groups and tar-
geted for various services and level of “VIP” treatment. Very good customers
can call special numbers or the system could flag a caller as a very important
customer by matching their phone number to a list.

One Bill: Technology has created the opportunity for companies to launch
a variety of related communications services. Not only do customers want
to obtain all their communications services from one company but they also
want to receive a single all-inclusive bill. Customers’ lives and businesses have
become increasingly complicated, a consolidated bill is likely to ease the prob-
lem. Additionally, consolidation of this function provides the communications
company with a tactical weapon for cross selling and bundled discounting.
The bill in itself becomes a product differentiator.

One View: Few companies today have a single view of the customer. The
development of various databases, often conflicting, poses significant prob-
lems for sales, marketing, and finance departments. Today, telecommunica-
tions business solutions address issues such as churn, network profitability,
and least-cost routing. This can be achieved through the consolidation of
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Fig. 3.22. Existing System Structure

the database, installing a data warehouse, and where appropriate, connecting
satellite data marts that feed off the central data warehouse. The result of
this architecture is the agile telecom. This architecture effectively addresses
each of the following key business issues:
Minimize Customer Churn/Increase Customer Retention. This is a major is-
sue for telecommunication companies. The agile structure is shown in Fig. 3.23
Providers offer significant incentives to get customers to move to their services,
however, it costs many times more to win customers than to keep them. Be-
tween 20% and 40% of all communications customers churn annually.
Increase Services Sold To Existing Customers. Communications companies
have considerable information about their customers’ usage and purchase be-
haviors that can be leveraged to cross-sell existing services (e.g., call forward-
ing, single phone number) as well as new services (e.g., video-on-demand).
Gain New Customers. Telecoms have the ability to maintain an almost infi-
nite number of rating structures, thereby allowing them to customize service
almost on a customer-by-customer basis. This allows them to customize and
target appealing services at new potential customers.
Increase Call Volume. Maximizing call volume allows companies to break
even quicker (70% of all initial investment for new telecoms is infrastruc-
ture installation) and to utilize the fixed cost of interconnects (excluding call
volume). Communications companies have considerable unused network ca-
pacity during certain periods of the day, week, and month since they must
build enough capacity to handle peak loads. Understanding customer usage
behaviors and unused network capacity allows communications companies to
target service offerings to absorb unused network capacity.

3.3.1 Implementing One View

A key component of the agile telecom is the data warehouse. Many communi-
cations companies have been building data warehouses for years. What they
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have not been doing is making them flexible, responsive, business focused—
agile. To support the agile telecom, its data warehousing architecture must:

• have flexibility to cope with storing today’s service transactions and the
ability to accommodate tomorrow’s

• give one view of the customer from all parts of the enterprise
• be responsive to today’s business needs, not yesterday’s
• use the latest tools to add intelligence and a business focus to particular

issues for decision making
• be fast to implement for quick payback.

With the correct model, data schema, and integration expertise; implementa-
tion of the initial model can be achieved in as little as 3 to 6 months.

What are the components?

A business solution utilizing a data warehouse has two distinct components
to it:

Physical Components

• Scalable open system platform
• Raw data
• Data model/schema
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Fig. 3.24. Data warehouse components

• Query tools
• Warehouse applications
• Business applications

Human Component

• Knowledge of the data warehouse environment
• Necessary core skills to build the solution
• Sufficient telecom knowledge to apply the data and schema (providing a

fast start to the project and early returns)
• Project management skills with a proven methodology

The development of a data warehouse has been depicted in Fig. 3.24. Experi-
ence has shown that a phased approach must be taken to ensure a successful
implementation as illustrated in Fig. 3.25. An incremental methodology should
be used, each phase addressing an area of business. This ensures that each
business application is fully functional before the next phase is undertaken.
This approach must also be integrated into an agile architecture, which pro-
vides support to each area of the business. Early implementation of the first
phases helps generate an early return on investment.

The initial phase should involve a series of workshops or forums where the
decision-support requirements of the business are discussed. These forums will
help finalize and consolidate views, prioritize directions, and gain consensus
on the subject at hand.

3.3.2 Business Benefit

Sequent provides a complete portfolio of Decision Advantage
TM

Services to
assist in the process of exploration, implementation, and deployment of DSS.
A successful DSS strategy requires an informed analysis of a firm’s current
state, a strong business case (including projected financial impacts of better
information), and a realistic implementation plan linked to the firm’s business
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Fig. 3.25. A Phased Implementation

goals. Sequent’s decision advantage business benefit analysis is an executive
workshop, which meets the above goals and ultimately quantifies the benefits
associated with DSS systems. Business benefit analysis combines traditional
interviewing techniques and the workshop approach to answer key questions
about the major opportunities and ideas, and the potential benefits and in-
formation requirements in implementing these. Each idea is plotted onto a
matrix that notes technical feasibility and financial impact, suggesting high-
and low-priority project phasing. The workshop concludes with a “consensus
pledge” from the participants as to next steps.

3.3.3 A Holistic Approach

To reduce the complexity of the decision-support systems and the develop-
ment of the data warehouse, it is necessary to understand the business issues,
technical infrastructure issues, and data issues. An implementation method-
ology should encompass a phased approach and deliver benefits by:

• defining and prioritizing a high value business need that can be quickly
solved

• building a cost effective and timely decision-support system via a phased
approach that incrementally builds an organization’s enterprise decision-
support system

• delivering real business value with each phase
• providing valuable experience to the customer in developing decision-

support systems
• providing the users with the right information for making critical decisions.
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3.4 The Telecommunications Lifecycle

Telecommunications costs—including voice, data, and wireless services—are
the second largest indirect expense at most large enterprises. The multiple ser-
vice providers, service offerings, technical alternatives, contract complexities,
and billing platforms combine to create massive confusion in the marketplace.
This confusion has led to substantial vendor overcharges, rampant service
abuse and misuse, and countless hours spent trying to manage it, creating an
unnecessary drain on operating income. To make matters worse, your telecom
and IT staff members, hired for their technical skills, are burdened with these
administrative tasks when they should be focused on ensuring availability and
quality of the voice and data network.

Enterprises are now becoming more strategic in their approach to resolv-
ing this problem. With tight budgets, small staffs, and constant pressure to
cut costs even further, companies realize there is a need to apply a systematic,
best practices approach to managing their telecommunications administrative
functions. Therefore they are looking to outsource these noncore functions to
telecom administrative outsourcing (TAO) services companies that can ap-
ply domain experience and intelligent technology while saving the enterprise
money and reducing administrative hassles. They are also very carefully se-
lecting their outsourcing partners, to ensure long-term success.

The telecommunications lifecycle is a holistic approach that addresses the
problems at the root, long before an invoice appears. The terms of a telecom
contract set the stage for errors, which grow exponentially through the order
process. And without an up-to-date inventory of services and assets, the errors
become increasingly harder to identify and correct. The telecommunications
lifecycle approach addresses this by combining contract management, order
management, inventory management, bill management, usage management,
and information management all in one integrated solution.

It is clear that this problem is not going to go away and in fact will
likely grow over the next several years. To ensure maximum success, it is
imperative that the profit leaks are captured at their source and real-time
tools are available to manage the complete lifecycle of telecommunications
services on an ongoing basis. Therefore, enterprises need to implement a holis-
tic, lifecycle solution to manage telecommunications administrative functions
that will reduce hassles and improve the bottom line. It is imperative that
the profit leaks are captured at their source and real-time tools are avail-
able to manage the complete lifecycle of telecommunications services on an
ongoing basis.

3.4.1 Current Enterprise Environment

The telecommunications industry has seen dramatic change in the last ten
years. The result has been a proliferation of service providers, new communi-
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cations services, new communications devices, and more recently a decimation
of customer service, as margins in the industry have vanished. During the same
time period, telecom costs to the enterprise have been on the rise. According
to Gartner Research, U.S. businesses will spend nearly $350 billion in 2003.
The Aberdeen Group estimates the total cost per employee to be between
$3,000 and $5,000 per year, which is double the amount it was just five years
ago.

Yet most companies still have no systems or processes in place to tightly
manage these costs. They still consider these indirect costs nonstrategic, there-
fore the purchasing and ongoing management of telecommunications services
are a widely distributed (typically to someone on the IT staff who would
much rather be working on more mission critical, technical tasks), poorly
controlled, and heavily paper-based activity. As a result, this unwanted ad-
ministrative burden does not get the level of attention commensurate with
its importance to the company’s bottom line. Traditionally, companies have
attempted to attack the problem by hiring consultants who would identify
savings opportunities and develop optimization strategies. More often than
not, these consultants were paid a share of the savings achieved, so there was
no motivation to fix the root of the problem, just to find immediate, one-time
savings.

In more recent years, technologies and outsourcing companies have emerged
to help enterprises automate and streamline the procurement process and the
invoice management process. Though better than doing nothing, these ini-
tiatives have typically been shortsighted and fragmented, focusing on a nar-
row aspect of telecommunications costs. They have also focused more on the
symptoms of the problem than the problem itself, resulting in one-time sav-
ings that are difficult to sustain over time. But the rapid decline of the global
economy in 2001 was a painful reminder to the enterprise that cost control
drives profitability in difficult times and supports growth in the good times.
As companies have scrutinized their costs during this recession, it is becoming
more and more apparent that the costs for voice, data, and wireless communi-
cations services offer one of the greatest opportunities for savings and process
streamlining.

3.4.2 Getting to the Root of the Problem

No best practices approach to controlling voice, data, and wireless communi-
cations costs ever started with an invoice, yet that is what most companies
focus on when they need a quick budget fix. They look to overcharges on their
invoices that will likely give them a quick, one-time budget boost, but will not
address the root of the problem since it begins the moment a vendor contract
is signed.

Telecommunications contracts are extremely complex and heavily weighted
in favor of the carriers that offer them. The sales pitch is that a custom con-
tract means heavily negotiated, custom rates. But the reality is that buying
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telecom services is like buying a car, so unless you know exactly what price to
ask for and know exactly how to structure your telecom agreement, you will
lose at the negotiating table and you will pay more than necessary. After the
contract is signed, the unnecessary costs go up exponentially when services
begin to get ordered. Since the procurement process is typically very decen-
tralized, and handled by people who understand a T-1 in detail but do not
understand or care about what a purchase order is, order compliance is virtu-
ally nonexistent and the cost to complete an order through manual processes
is enormous.

This results in services being ordered from multiple vendors, services be-
ing ordered that are not in conformance with company policy, services being
ordered and not properly configured so they bill inaccurately from the first
invoice, and wasted time as a large number of staff members are engaged
in these burdensome administrative tasks. Once services are ordered, they
need to be tracked through an inventory or asset management system, or
costs will continue to escalate. The ever-changing enterprise, whether that
change is growth or contraction, is constantly adding and deleting services
to fit the current business need. Without knowing what you have and where
it resides, it is impossible to keep it optimized or even terminate it when
you no longer need it. Yet the typical enterprise has no inventory whatso-
ever of their telecommunications services. These core problems, along with
the archaic vendor billing systems that are designed to bill you at the highest
possible rate, cause billing errors that are virtually always overcharges. In fact,
Gartner claims these billing errors an amount to an excess of 10% if there is
no ongoing cost management process in place.

Therefore, there needs to be a process in place for validating billing as it is
received to ensure it is your bill and it is coming from your chosen vendor. The
system must also audit billing in real time to ensure the rates being charged
are in line with the contracts negotiated. It must also handle charge backs
to appropriate cost centers to ensure maximum visibility of the costs by the
people who generate them. The old adage, “out of sight, out of mind,” plays
heavily here. If they do not get a bill, they do not know the costs and cannot
do anything to help control them. But even this is not enough to address
the complete problem, because it is also critical to enforce proper service
utilization by end users. This requires that you have monitoring systems in
place that capture the invoice usage detail and analyzes it for optimization
opportunities that can be reported back to the abuser or misusers. Finally, you
should be using all of the information generated from the contracts, orders,
invoices and usage to better manage the business. The analytics available from
these processes is invaluable if you are capturing it real time, at the point of
entry.
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3.4.3 The Telecommunications Lifecycle

To get complete control over voice, data, and wireless costs in the enterprise,
you need to take a holistic approach that addresses the problem at its root,
before it ever becomes a problem. You need a lifecycle approach that manages
every aspect of each of the administrative functions in the telecom department
so you can focus on keeping your voice and data networks up and running.
An effective telecommunications lifecycle management system should include
the following six elements: contract management, order management, inven-
tory management, invoice management, usage management, and information
management.

Contract Management – You need to negotiate world-class vendor agreements
through an RFP process, renegotiate existing contracts on a regular basis, and
ensure vendors comply with the negotiated contract terms on an ongoing basis.
To accomplish this you need:

Vendor Benchmarking – A knowledge base of supplier performance and
compliance to benchmark vendors against one another for rates, contract
terms, SLAs, technical suitability, financial stability, etc. thereby insuring
a more fact-based selection process.

RFP Management – Tightly managed RFPs, using a proven methodology,
for voice, data, local, long distance, and wireless services to ensure best
in class contract rates, terms, and conditions.

Rate Reviews – Tightly managed contract renegotiations, using a proven
methodology, to improve contract rates and terms at every opportunity
throughout the contract term.

Contract Compliance – To track existing contracts to ensure compliance
with rates, terms, and commitment levels that helps identify overcharges
and optimization opportunities.

SLA Management – The ability to track and manage SLAs on a monthly
basis and file claims for recoveries when they are not met.

Order Management – You need to manage the telecommunications services
procurement process to enforce compliance and provide for fully automated
approvals. You need to be able to track order status on a real-time basis. To
accomplish this you need:

Order Processing System – An automated interface for placing, tracking,
and managing new orders, changes, and disconnects, eliminating expensive
paper-driven processes and increasing enterprise-wide compliance with se-
lected vendors. This should include workflow and approvals to expedite
all orders.

Order Integration with Vendor – Automated bonding with your vendors,
including a catalog of services or devices (cell phones, pagers), where an
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order can be placed, approved, then routed automatically to the appro-
priate vendor.

Inventory Management – You need an up-to-date inventory of your lines and
device assets. To accomplish this you need:

Line Inventory – An inventory of all lines, maintained current on a daily
basis, to which you can apply specific charge back and other coding and
perform ongoing maintenance. This enables accurate charge backs and
greater accountability.

Telecom Asset Management – An inventory of all cell phones, pagers, hand-
helds, desktop phones, etc. maintained on a daily basis, to allow visibility,
accountability, and chargeback.

Invoice Management – A system is required to automatically process and au-
dit your invoices on a real-time basis. To accomplish this you need: Invoice
Processing – Automated systems to enter, code, validate, charge back, pay,
and update your general ledger system. Invoice Auditing – Automated sys-
tems that audit your invoices real time, based on contract terms. The system
should contain intelligence on vendor and service idiosyncrasies that routinely
lead to overcharges. The components of the invoice management system are
shown in Fig. 3.26.

Usage Management – You need visibility into usage detail. To accomplish
this you need:

Invoice Usage Visibility and Access – To have the ability to review usage
from both your paper and electronic invoices on a monthly basis, which
automatically reveals fraud, abuse, misuse, and optimization opportuni-
ties.

Call Accounting – Real-time usage tracking to the desktop phone, which
also automatically reveals fraud, abuse, misuse, and optimization oppor-
tunities.
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Fig. 3.26. Invoice management system
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Information Management – You need to manage the extensive amount of
information that comes from a telecommunications lifecycle system. To ac-
complish this you need:

Reporting Functionality – A reporting tool that will create logical, easy to
understand reports on each of the processes performed in the telecommu-
nications lifecycle.

Benchmarking – The ability to benchmark your total spend, spend by
employee, rates, etc. against other firms in your industry.

Analytics – The ability to measure this data against other business infor-
mation to better manage the business.

3.4.4 Telecom Administrative Outsourcing

META Group claims that 70% of IT organizations currently outsource 10%
to 50% of their IT operations and they predict the IT outsourcing market
to grow by 20% in 2003. But the current trend in industry is to outsource
noncore, administrative business processes, thus enabling the enterprise to fo-
cus on more strategic, mission critical tasks. But business process outsourcing
(“BPO”) is a long-term proposition and requires the forming of a partnership
between the enterprise and the BPO provider. This warrants more detailed
scrutiny of the BPO provider and an alignment of interests that should be
enforced through contractual commitments. Telecommunications administra-
tive functions are an ideal business process to consider for outsourcing. While
the voice and data network are core to most enterprises, the administrative
tasks required to support the networks are not. And the IT staff does not
cover the tasks associated with this business process. In fact, the low man
on the totem pole typically ends up with the responsibility, with hopes that
they will quickly progress to a more challenging and exciting role within the
department. Enterprises have attempted to develop internal systems and de-
partments to gain control of telecommunications costs for decades, only to
find that it is virtually impossible to keep pace with the rate of change. In
the rare cases where companies have achieved a measure of success in this
area, it has typically been as the result of one standout individual within the
IT department with no great processes or systems, but a great eye for detail
and a willingness to do the dirty work. However the success typically comes
to a quick end when that all-star individual moves on, forcing the company
to start from scratch.

3.4.5 Choose your Outsourcing Partner Wisely

The ideal partners for this business process are telecommunications adminis-
trative outsourcing companies. But with all the new entrants in this sector,
you need to choose wisely. You should look for a firm with several years of
experience in managing the telecommunications lifecycle. If you have been
trying to solve this problem for decades, how is a company with one or two
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years’ of experience in the industry going to do a better job? You should
look for a firm that uses leading-edge technology that addresses the complete
telecommunications lifecycle. Limited solutions lead to short-term, limited
results.

Additionally, you should look for a firm that shares your company’s val-
ues. Since outsourcing is a long-term commitment that is expensive to change
on a regular basis, it is best if you work with a firm with people you like.
You should ensure you are retaining a firm that is financially secure. A solid
balance sheet that shows the ability to be there for the long haul is critical
in this difficult economy. You should also look for a firm that charges you an
easy-to-understand, fixed fee and allows you to keep 100% of your savings.
Some pricing models are unpredictable, which creates risk and could lead to
unaligned motivations. But most important of all, you should expect these
companies to provide a contractual commitment to reduce telecommunica-
tions costs. Eliminating administrative hassles is a clear benefit of outsourcing
this business process, but in today’s difficult economic climate, it must come
with a guaranteed ROI.

The current problem is clear. There is enormous confusion brought on
by dramatic changes in the telecommunications industry. The outlook for
improvement is bleak. With telecommunications companies still struggling,
margins at all-time low levels, and vendor priorities still on selling, there is
no expectation that this problem will be resolved on its own or with the help
of the telecom providers. A solution needs to be found. Enterprise companies
that have not addressed the problem are wasting hundreds of thousands, if
not millions, of dollars a year. The solution must be a holistic approach that
addresses the problem at the root, not the symptoms after it is too late. The
telecommunications lifecycle approach is the best practices way to address
the problems before they occur and avoid overpaying. Telecommunications
administrative functions are not core to the enterprise’s business. Therefore,
outsourcing to a firm with proven expertise will offload a burdensome job
and maximize long-term savings. Your finance department figured out about
twenty years ago that there are certain noncore, highly administrative jobs
that just do not make sense to perform internally. So they started outsourc-
ing the biggest source of pain—payroll—and gave birth to and industry now
led by ADP. Telecommunications administrative outsourcing is the next big
opportunity in this area for the enterprise. Therefore, there is no reason not
to begin increasing savings and reducing administrative hassles now.

3.4.6 Security in Web-Enabled Data Warehouse

Data warehouses represent implementation to simplify the storage of data of
an entire enterprise. It will be not only easy to manage the stored data but
also for the users and data manipulators to use this data more effectively and
without having to tackle the underlying complexity of data storage format
and the different extraction procedures specialized to handle only one type of
data storage and management system. Unfortunately this convenience in data
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manipulation does not come without a price. The use of data after building
a successful data warehouse may be much more easy and efficient, but to
achieve the objectives laid down in the scope of the data warehouse, a proper
design and infrastructure have to built and implemented. In the design and
implementation strategy the aspect be, which is not given its due importance,
is the security.

Security not only of the stored data but also of flowing data and the data
transferred to the users is very important. With the introduction of Internet
in accessing the data warehouse, the security becomes even more critical issue.
Security roughly covers two aspects: firstly the data should be safe from the
malicious party. Malicious party does not only mean the people looking to
break into the data warehouse but also points to the clients or parties either
accidentally or willfully get access to data that they are not meant to access.
The second aspect of security deals with the stoppage of accidental spillage of
data to ensure consistency and quality in data and safe conveyance of data to
rightful party. This section gives a brief account of strengths and weaknesses of
different techniques and practices being used and proposes a security model
using XML and its related technologies to ensure a better and secure data
warehousing experience.

3.5 Security Issues in Data Warehouse

In any cases of data warehouse implementation, the problem of security re-
mains a critical issue. Without a proper infrastructure for secure distribution
of information, it is like presenting all the important information required by a
competitor or exploiter on a plate. It would be so easy to just put a lock on the
entire data warehouse and sleep easy at night. Unfortunately the real world is
much more complex then that and this complexity means inherited concerns
about the security. The most common security concerns in data warehouse
are the following:

Security of Static Data. The most obvious security concern lies at the core
storage of data. The data should be safe from unauthorized users and access
should be restricted to the users or group of users, which are “supposed” to
get access to the data.

Security of Network. Another security weak point arises when the data is
being transmitted on a request from the user. The static data is much more
easier to secure but once the data leave the safe storage facilities its open for
attack from sniffers, etc. and hence require much greater effort on the part of
the data warehouse security implementer.

User Classification and Privileges. The user classification and assigning the
respective privileges also represent a marked issue in data warehouse function-
ality and has a direct bearing on the security of the entire data warehouse.
Users are arranged in groups and assigned privileges accordingly. Although it
is much easier to assign a single privilege level to each user, but that is not
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really a very good idea considering the security of the entire data is at stack
and not every user should be allowed to access the entire data warehouse just
because he wants to use say only 1% of the data stored.

Human Factor. Perhaps the most overlooked security threat is that of the
human factor. If an “insider” or employee leaves the team to join some other
rival then how to stop him from exploiting the security infrastructure that
perhaps he himself helped erecting in the first place.

Throwing in a New Problem: Web-Enabled Data Warehouse. Things get more
complicated with the introduction of the Internet. With the increasing use of
Internet in every aspect of life, the task of ensuring security for the Web-
enabled data warehouse does not at all get easier. Although the Internet
represents a very good ready made medium to access the enterprise data from
anyway in the world but like with any other easy way out, this also presents
the biggest threat to the security. Implementing security in Intranet is not
as complicated an exercise than tackling Internet security threat where every
kind of malicious people are looking for a way to hack into the data warehouse.
With the advancements in hacking techniques and ever-increasing number of
industrial spies, the Internet security threat is by no means to be taken lightly.

Metadata Security Threat. A big problem with a Web-enabled data warehouse
is the proper management of metadata. Metadata is, in simple words, data
about data. For a Web-enabled data warehouse, it is to a great advantage
to arrange metadata in a way to facilitate the searching of the required data
efficiently and unfortunately this also is the biggest drawback as far as se-
curity is concerned. Metadata can be used as a marker to locate the proper
information required and this can also play into the hands of a person trying
to hack into the data warehouse.

3.5.1 Performance vs Security

In any data warehouse the main emphasis is laid on the two most important
aspects Security and Performance. Unfortunately these two mostly are on the
opposite ends of the stick. While implementing a data warehouse, security is
very important and should be given due consideration in the infrastructure,
but the fact remains that the main concept of building a data warehouse
is to provide easy and efficient access to its user; hence its not advisable
to provide security at a level that compromises the performance too much.
On the other hand, there is no point in providing greater performance at
the cost of exposing the data warehouse to unnecessary security risks. So in
the implementation of a data warehouse a delicate balance has to be found
between the performance required and the security necessary. This balance
is not so easy to achieve, performance will be compromised with increasing
security but depending upon the requirements the maximum possible security
should be in place.
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3.5.2 An Ideal Security Model

Theoretically speaking, a perfect security model is a very simple one. It should
not allow any unauthorized user to access data; data should be secure and
any attempts to breach the security of the data warehouse should fail without
exception. Authorized users should interact with the data with the confidence
that there is no way anyone can break into the warehouse and that the data
they are receiving is free of errors and by no means inaccurate. Unfortunately
this is only possible in a perfect world and we mortals do not live in one.
Security threats will always be there. Whenever an important data about a
rival company is within grasp, people will not hesitate to get their hands dirty
and as long as there are such threats, malicious users will always be looking
for a way to break into the data warehouse and in a way help in exposing
security vulnerabilities in the so called fool proof security.

3.5.3 Real-World Implementation

In the real world although it is not possible to achieve total perfection, that
never held anyone back before. There are different techniques available to
come close, if not achieve, the dream of a perfectly secure data warehouse.
Depending upon the security issues stated above, different techniques and
technologies are used to tackle the respective problems:

Static Data Security

As pointed out the data storage should be secure enough to stop any unautho-
rized intrusion exploiting the data. There are different techniques to achieve
that:

Traditional DBMS security

A tempting thought, it will be much easier to manage security if only the
database management system security mechanism can also be used to provide
security at data warehouse level and DBMS do offer some form of data secu-
rity. Unfortunately the data warehouse environment is rather different from
the traditional database system. Also the fact that in almost every case DBMS
security can be entirely bypassed by accessing the data managed under the
DBMS in a lower level native access mode. In other words, a simple disk dump
that accesses and off loads data at the physical block level suffices to bypass
the strongest of DBMS security. Even though the data that has been dumped
is in a “raw” state, it nevertheless is easily and totally available, making it
very insecure.
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Application-Based Security

Another method to enforce security is to use application-based security sys-
tems. The data is stored in a normal way without much emphasis on security
but the accessing mechanism for the data, e.g., UI (user interface), provides the
required security. The application acts as a filter to allow only the authorized
requests to be processed and carried out. Data can enter and leave the data
warehouse only through the application enforcing security. But this approach
limits the flexibility necessary in data warehouse design and imposes restric-
tions that negatively impact the overall performance and the extra overhead
of developing and implementing such an application to tailor it to the require-
ments of a particular data warehouse is also not desired.

Encryption of Data

Keeping the inside-out paradigm in mind, a reasonable approach is to provide
the security from within the data warehouse storage by encrypting the data.
This involves encryption of data before it is stored in the scrambled form into
the data warehouse and when user requests data, it is again decrypted first
and then is delivered to the required destination. Although this is a simple
and yet a very powerful approach it does involve performance compromise.

Encryption of data increases the size of the data warehouse; also encryp-
tion requires machine cycles and hence can have a negative bearing on the
performance. But in a data warehouse the main performance matrix is the
I/O cycles and encryption of data does not require excessive I/O cycles; and
hence encryption represents a logical approach to data warehouse security.

Selective Encryption

A more reasonable approach to security is to produce selective encryption. A
data warehouse features a collection of data that can be in terabytes, and not
all the users are supposed to have access to the entire data. To facilitate this,
the users are divided into different groups and given privileges and permissions
depending upon their requirements. But to increase the security further, the
data should be fragmented and each slice of data should be encrypted using
a separate encryption key. Then these encryption keys are distributed to the
different users depending upon their privilege level. Symmetric cryptography
is an obvious candidate for this type of system to work. A single secret key can
do the trick, but it is more reasonable to use asymmetric keys with private
keys issued to the user used for decryption of data, while public keys used
to encrypt the data. This way if a malicious user does get his hands on the
data she will require a private key to decrypt the scrambled data. In either
of the two cases of cryptographical techniques used, it is understood that
authentication of users will be carried out first before any of the processes are
allowed.
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Network Security: Intranet and Internet Security

The importance of securing the static data in the data warehouse cannot
be overlooked but the biggest security threat remains with the inevitable in-
troduction of networks and their inherited venerability. The famous saying
“never trust your network” is still as true as ever and in fact due to the
advancements in the hacking field this spells the biggest nightmare of every
organization working to secure their networks from intruders. Different tech-
niques are used in making the network highways safe.

Secure Socket Layer

SSL (Secure Socket Layer) security represents the security implementation at
the presentation layer. SSL is a protocol developed by Netscape for transmit-
ting private documents via the Internet. SSL works by using a public key to
encrypt data that’s transferred over the SSL connection. SSL works by using
authentication of the user from a trusted third party. The SSL provided by the
Internet Engineering Task Force (IETF), is the industry standard, and most
commonly available security mechanism on the Internet. The IETF has re-
named this mechanism to be “Transport Layer Security,” and it is now usually
referred to as SSL/TLS. SSL/TLS also provides data security for applications
that communicate across networks. This protocol sits between various appli-
cation protocols and TCP/IP. The SSL/TLS protocol provides connection
security that has three basic properties:

Authentication. The connection can be authenticated using asymmetric,
or public key, cryptography.

Privacy. The connection is private. During the initial handshake, public
key encryption is used to define a symmetric secret session key. Symmetric
cryptography is used for data encryption (for example, DES, Triple DES,
RC4, and so on). Different encryption strengths, including 40-bit, 56-bit, 128-
bit, and 112-bit encryption, are all supported (triple DES key efficiency is
112 bits rather than 168 bits in order to protect against a theoretical “man-
in-the-middle” attack).

Integrity. The connection is reliable. Message transport includes a message
integrity check, using a keyed Hashed Message Authentication Code (HMAC).
Secure hash functions (for example, SHA-1 and MD5) are used for HMAC
computations. The SSL protocol data encryption strength depends on the
length of the symmetric cryptographic algorithm keys, which range from 40
to 128 bits.

S-HTTP

Another protocol for transmitting data securely over the World Wide Web is
Secure HTTP (S-HTTP). Whereas SSL creates a secure connection between
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a client and a server, over which any amount of data can be sent securely, S-
HTTP is designed to transmit individual messages securely. SSL and S-HTTP,
therefore, can be seen as complementary rather than competing technologies.

Firewalls

A firewall is a device used to implement a security policy between networks.
A firewall can have multiple network interfaces and is typically used to create a
secure boundary between untrusted external networks and trusted internal
networks. The security policy defines what type of access is allowed between
the connected networks. There are three methods commonly used in firewalls
to enforce the local security policy. The three methods are commonly used
together, each complementing the others’ weaknesses.

Packet Filters. Packet filters operate on the IP level, scanning the headers
of each IP packet crossing the firewall and comparing its characteristics to
a fixed set of rules. These rules determine whether the packet is allowed to
pass unhindered or not. Characteristics recognized by packet filters are the
source and destination IP addresses, the source and destination port numbers,
various status bits in the header, and the direction the packet is traveling
across the firewall. Packet filters do not know anything about protocols above
the TCP/IP layer – they are fast and simple, but not very flexible.

Application Layer Proxies. Application layer proxies are applications run-
ning on the firewall, which users on one or both sides of the firewall can com-
municate with. The proxies forward the users’ requests to the actual servers
that can give a response, possibly imposing rules on what sort of traffic is
acceptable. From the viewpoint of the “actual servers,” it appears as if the
firewall is making the requests – not the client. Application layer proxies are
in general the most flexible type of fire walling software, but they frequently
require added configuration or skills from the user. A common example of this
is an HTTP proxy, which allows users to request Web pages from anywhere
but may refuse some requests or rewrite pages based on rules defined by the
administrator.

Network layer proxies. Network layer proxies are a cross between applica-
tion layer proxies and packet filters. Like packet filters, they scan the headers
of the IP packets crossing the firewall – but are able to respond in more ways
than packet filters, which generally only “accept” or “reject.” To make these
“dynamic tunnels” as narrow as possible, a list of active communication chan-
nels (TCP, UDP, etc.) is maintained, and only packets (from the “outside”),
which exactly match an active connection, are “proxied” back into the hidden
network. Only internal, trusted machines can open such a tunnel through the
firewall. In addition to this basic “translation” of network addresses and ports,
some implementations contain built-in support for common protocols (such
as File Transfer Protocol, FTP), which are dependent on external, untrusted
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hosts being able to initiate connections to the client. In general though, such
protocols will not work through most firewalls based on these techniques.

Another type of network layer proxy is based on cooperation between
specialized application proxies and the operating system’s network code. In
addition to rewriting the IP addresses on the network packets, some packets
may be passed for further processing to an application proxy on the firewall
machine. This proxy can monitor and filter the flow of data between the client
and the external server in a much more complicated (and therefore error-
prone) manner than is usually allowed within an operating system’s low-level
network code. These proxies are generally called transparent proxies, because
they operate in a manner completely invisible to the user.

XML Firewalls. XML firewalls are designed to protect enterprises against
the unique dangers posed by Web services. These firewalls examine SOAP
(Simple Object Access Protocol) headers and XML tags, and based on what
they find, block any dangerous or unauthorized content or services from get-
ting inside a corporation. Traditional firewalls cannot do this, because they
can only filter on the packet level, not on the content level. XML firewalls, on
the other hand, examine the XML content of the incoming traffic, understand
the content, and based on that understanding, take the required action.

XML Security

The increasing use of XML has prompted the developer to look into the possi-
bilities of using XML in order to increase security. The following XML security
specifications are being used to implement security of data:

XML Signature. Defines an XML schema for cryptographically authenti-
cating data. The authenticated data may consist of a complete XML docu-
ment, individual elements in an XML document, or an external data object
referenced by an XML document.

XML Encryption. Defines an XML schema for encrypting data. The en-
crypted data may consist of a complete XML document, individual elements
in an XML document, or an external data object referenced by an XML doc-
ument.

XML Key Management Specification. The XMK Key Management Speci-
fication (XKMS) specifies the protocols for distributing and registering public
keys:

• XML Key Information Service Specification (X-KISS): the protocol by
which an application delegates, to a service, the processing of Key Infor-
mation associated with an XML signature, XML encryption, or some other
public key.

• XML Key Registration Service Specification (X-KRSS) The protocol for
registration of a key pair by a key pair holder, with the intent that the key
pair subsequently be usable in conjunction with the XML Key Information
Service Specification.
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3.5.4 Proposed Security Model

It is evident that none of the above options alone is capable of providing a
solution to all the security problems of a data warehouse. So to build a secure
data warehouse these techniques have to be used in combination. Figure 3.27
shows a proposed model to implement security in data warehouse. XML fea-
tures prominently in the proposed model.

Implementing Security

The different steps of implementing security are given below:

i) The security is implemented right from base of the data warehouse, i.e.,
by using encryption to scramble the data. Using asymmetric keys for en-
cryption and decryption. This means that the size of data warehouse will
increase and also an increase of data warehouse costs to cater for the in-
creased number of hardware cycles required, but nonetheless there will not
be a big depreciation in the performance. The data is stored in scrambled
format using triple DES and generating the encryption – decryption keys
accordingly.

ii) Firewall is put around the data warehouse to provide a further safety
barrier to the secured area from the intruders. The traditional firewalls are
not good enough for that matter because they can only filter at the packet
level, and cannot examine the contents of messages. Traditional firewalls
protect a network’s perimeter by blocking incoming Internet traffic using
several different means. Some block all TCP ports except for port 80
(HTTP traffic), port 443 (HTTPS traffic), and port 25 (email traffic).
Some ban traffic from specific IP addresses, or ban traffic based on the
traffic’s usage characteristics. A better option is to use XML services in
the network and allow usage of XML firewalls. XML firewalls typically
work by examining SOAP message headers. The header may have detailed
information put there specifically for the firewall to examine, and if so,
the firewall can take an action based on that information.
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Fig. 3.27. Working steps of the Proposed Security Model
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Even if the header does not have this information, however, XML firewalls
can still take actions based on what is in the header. The header, for example,
might have information about the recipients of the message, security of the
overall message, or the intermediaries through which the message has passed.
In addition, XML firewalls can look into the body of the message itself and
examine it down to the tag level. It can tell if a message is an authorized one,
or coming from an authorized recipient and then take action based on that –
for example, blocking traffic, sending it to a secure environment where it can
be further examined, or allowing it to pass through. XML firewalls have other
methods of protection as well. They can understand metadata about the Web
service’s service requestor as well as metadata about the operation itself. They
can gather information about the requesting user; such as understanding what
role the user plays in the current request, for example. XML firewalls can also
provide authentication, decryption, and real-time monitoring and reporting.
So when a request comes from a user the XML firewall can look into the
contents as well.

iii) The messages are passed using SOAP protocol over HTTP in commu-
nication between users and the data warehouse. SOAP messages are
fundamentally one-way transmissions from a sender to a receiver, but
SOAP messages are often combined to implement patterns such as re-
quest/response. Also the SOAP header is used to communicate informa-
tion regarding the services requested, so that these headers can also be
checked by the implemented XML firewall as a further security precaution.

iv) To secure the network, XML signatures are also used. Each user is iden-
tified by its signatures. SOAP Security Extensions proposes a standard
way to use XML-Signature to sign SOAP 1.1 messages by defining the
<SOAP-SEC:Signature> SOAP header entry. In addition, SOAP Security
Extensions reuses two existing SOAP header items. These are the “actor”
header item, which indicates the recipient of a header element, and the
“mustUnderstand” header item, which indicates whether an application
must attempt the validation of the enclosed XML Digital Signature.

Components of Security Model

The components in the security model are as follows:

Authentication Server

The authentication server is used to authenticate the users. This is the first
part of security model with which the user first comes in contact with the
request for manipulation of data.
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XML Firewall

The firewall represents the protected boundary around the data warehouse
and its core components. Authentication server is not placed inside the fire-
wall, because a malicious user, if allowed to interact with the authentication
server inside the firewall, will compromise the integrity of the firewall itself.
The XML firewall works by looking into the payload of the SOAP packet,
hence allow another way to stop malicious user.

Request Handler

This is a vital part of the data warehouse security model. When the authenti-
cation server authenticates the user, the authentication server hands over the
request to the request handler. The request handler checks to see if the user
has the privileges to access the data it is requesting. If so, it sends the request
to the extractor otherwise sends back the request to the authentication server
with the error message defining the user’s privileges.

Extractor

Extractor represents the mechanism to extract the data depending upon the
valid request handed to it by the request handler. The data extracted is no
doubt in encrypted form and handed over to request handler.

Data Warehouse

This represents the collection of data for all types of users. The data is divided
into different partitions and encrypted using different keys for each partition.
The data in encrypted form is passed to the user and depending upon its
privilege level the users are assigned private keys for the partitions for which
it has access. This encrypted data is placed under a tag in XML format to be
sent to the user.

User

The users are the customers, partners, clients using the data warehouse. Each
user is issued the following:

• Username and password: to identify itself to authentication server in initial
interaction.

• XML Signatures: to authenticate it to the authentication server.
• Private keys for each partition it has access: these private keys are used

to encrypt the data when it wants to store the data back into the data
warehouse (depending upon whether the user has this privilege or not)
and also for decrypting the data extracted from the data warehouse.
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Log Server

The log server stores all the information about the processes taking place.

Working Steps of the Security Model

The working steps of the proposed security model are given below:

1. The user interacts with the authentication server by presenting its issued
user name and password as an initial step.

2. If the password is correct, as a second authentication method, the authen-
tication server sends a document to be digitally signed by the user with
its XML signatures. A part of the document is digitally signed by the
authentication server itself to confirm its own identity and at the same
time writes a log file with the date and time of interaction along with the
user name. Otherwise the server generates an error message and logs that
into the log file. The document to be sent to the user is also generated
randomly every time any user interacts.

3. The user signs the document after verifying the digital XML-Signature of
the Authentication Server itself. This verification of both Authentication
Server and user takes place using XKMS and its two protocols X-KISS
and XKRSS. After verifications the user sends the document back to the
authentication server along with the request.

4. Authentication server verifies the XML signatures of the user and checks
the time stamp, and if found valid, sends the request to the request handler
inside the firewall along with the log information placed in the SOAP
message.

5. The firewall checks the information in the header to verify that the mes-
sage is from authentication server itself and allows only the request part
to be transmitted to the request handler.

6. The request handler checks whether the request is within the privilege
level of the user, if so it sends the request to the extractor; otherwise it
generates an error and returns the request to the firewall, which in turn
attaches the error information and sends it back to the authentication
server.

7. The extractor extracts the required data from the data warehouse, which
is in encrypted form

8. The extractor sends the data back to the request handler.
9. The request handler then creates a SOAP message placing the required

data in scrambled form in it. And sends it to the firewall.
10. The firewall sends the data back to the authentication server along with

a log of the requested information and the log from authentication server
being sent to the log server. To achieve this the firewall must read the
messages and be allowed to extract the information required by it.

11. The authentication server sends the required information to the user.
12. The user then extracts the required data, no doubt in scrambled form,

and then uses his private keys to decrypt the data.
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The security of a data warehouse is the most critical issue. The extra added
security may increase the costs and decrease the performance by a fraction,
but the fact remains that it is better to be safe than sorry. The data of the
entire enterprise is at stack in a data warehouse and if a security breach does
take place the effects can be devastating.

3.6 Data Warehousing: To Buy or To Build a
Fundamental Choice for Insurers

3.6.1 Executive Overview

It is now well known that data warehousing offers an approach that solves
the information access challenge faced both by users and information systems
management. It can greatly increase the level of productivity and improve or
hasten the decision-making process of knowledge workers within an organiza-
tion. Business intelligence is quickly becoming a standard business practice,
and the insurance industry is no exception. Given that data warehousing is
“the price to play” in insurance, the focus then shifts from determining ne-
cessity to determining the best implementation method. There are two main
methods in acquiring business intelligence in any firm: building a solution or
buying one. Our position is that building a data warehouse from the ground up
is often a risky, expensive, and resource-consuming effort. Whenever possible,
it is better to buy a solution from an expert and customize it to a particular
environment.

SQLiaison Inc. has been in the business of building decision-support sys-
tems for the insurance community for many years. This level of expertise is
reflected in FellowDSS

TM
, a decision-support environment for the insurance

industry based on data warehousing technology. FellowDSS
TM

will dramat-
ically reduce the time, cost, resource requirements, and risk associated with
implementing and deploying a data warehouse for different types of insurance
companies. This section explores the business and technology issues related
to both buying and building data warehousing solutions, discusses require-
ments for effective insurance decision-support systems, and illustrates why
we feel that buying a solution is ultimately more cost-effective for insurance
companies.

3.6.2 The Fundamental Choice

Assuming that an insurance company wants to go ahead with data ware-
housing, they are now faced with one fundamental choice in methodology.
A company can either build their data warehouse from scratch, or they can
buy a packaged solution from a vendor. Any enterprise-wide (or localized)
decision-support solution should have certain requirements and properties. It
must:
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• Have a facilitated deployment system. This allows for a fast and simple
implementation that avoids problems;

• Produce a high return on investment with a low total cost of ownership;
• Support extensibility in the architecture that allows it to grow with the

business. It should perform certain critical business analyses (depending
on the type of firm) such as:

• Sales analysis;
• Policy, risk, coverage, and billing analysis;
• Line-of-business segmentation;
• Marketing campaign analysis;
• Business performance analysis/underwriter profitability or results analysis

by different business metrics;
• Expense control;
• Pricing (by demographic or postal code for example)
• Customer profile and loyalty analysis;
• Impact of cross- and up-selling;
• Accident year data analysis;
• Claims analysis;
• Loss analysis;
• Annuities analysis.

It should allow you to automatically capture key data gathered in your
operational and administrative systems and move them into the data ware-
house, without constant maintenance or scripting. The most important thing
is to make sure that your data warehousing solution is modeled after YOUR
business.

3.6.3 Analyzing the Strategic Value of Data Warehousing

To begin, let us examine the different concepts in business intelligence. Every
day, a company gathers data from various sources: the claims system gathers
data on the names, addresses, and claims of claimants. These basic elements
are data. For example: “Claimant Bill Reed lives at 38 Green Terrace and
has insurance Plan B.” This is data. The fact that ABC Insurance Company
collected $10 million in premiums and paid $10 million in claims is also data.
What companies are looking for is a way to leverage the enormous amounts of
data to gather useful information. Information gives you a more global idea
of what is happening in some area of the business that you want to examine.
“36.7% of policyholders in Iowa have Plan B, and we collected $3.67 million
in premiums from them but paid out $7.34 million in claims. Plan B is our
most popular.” Once the information is gathered, it is now completely up to
the company to turn it into wisdom. Wisdom allows a company to make key
decisions based on the information they have at their disposal. “Our loss ratio
in Iowa as a whole is 100%, but on Plan B, it’s 200 percent! That’s atrocious!
Let’s take a close look at Plan B to see why it isn’t profitable.” These concepts
make up business intelligence.
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The best way to access the information required is through the packaged
solution. There are four points to consider:

1) The wisdom to be gained from the Plan B scenario will not come from
the data warehouse. In fact, it will come from the methodology developed
by ABC’s management staff to act on certain situations. The role of the
data warehousing staff, internal or external, ends when the information is
delivered by the decision-support system; it is up to the knowledge workers
to make the decisions.

2) The less resources involved in building an infrastructure, the more avail-
able to work out the details of the actual decision-making methodology.
There is little point in waiting longer than is necessary on the construction
of a data warehouse; it is simply a way to get that required information.

3) If increased market share in insurance companies is compared to the jack-
pot in poker, then the data warehousing infrastructure has become the
“ante.” The packaged data warehouse alternative simplifies and acceler-
ates the ability to pay that ante. With the state of the insurance market-
place, data warehousing is necessary to get to that information faster.

4) Besides the money involved in building an infrastructure, the time re-
quired to do so can be staggering. It seems better to avoid that altogether.
For a firm that wants competitive advantage through the timely delivery
of information to employees, it makes sense that the implementation of
the required decision-support system be done in the shortest time at the
least cost, and with a measurable return on investment. In other words,
it would appear that the “blood, sweat, and tears” method involved in
designing, developing, and deploying such infrastructure is the less desir-
able option. The task at this point is to determine if it really is faster, less
expensive, and ultimately more effective to buy the infrastructure rather
than build it. This is discussed in the next subsection.

3.6.4 Addressing your Concerns

Conservative industries such as insurance are very apprehensive acquiring new
infrastructures and embracing new business concepts. Some of these concerns
lie in the reluctance to accept business intelligence as a must-have practice.
Others are more basic. We attempt to uncover what some of the common
issues with buying are, expose the underlying realities, and overcome them.

If you have Already Started Building

Changing direction in the middle of a project is one of the most common
deterrents to accepting a packaged solution. Many insurance companies start
building their solutions because they just do not know that packaged so-
lutions exist. Usually, the central question here is: “How do we justify the
money we’ve already spent on a custom solution if we change to a packaged
one?” Companies tend to look inside to find out what technology and human
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resources they have at their immediate disposal, and this is an excellent cost-
saving measure. It does not preclude using an outside packaged solution by
any means. Certainly there may be some unrecoverable costs incurred in the
design, development, and deployment (D3) of a custom environment. These
include human resources (time) spent in D3 or the opportunity cost of not
spending those resources elsewhere.

When a company starts to build a decision-support system, they almost
certainly acquire a number of skills and technologies that can be reused in fu-
ture endeavors, such as a bought solution. For example, the knowledge gained
by a company in D3 is usually reusable. Acquired hardware or software may
also be reused, depending on the solution. This minimizes overlap of tech-
nology and provides a more accurate way to describe how much a packaged
solution will cost in the end. Often, finding the reusable can mean the dif-
ference between a lengthy and expensive D3 process and a short, inexpensive
one.

When the costs to bring a company to a certain point in their custom
solution are known, the next task is to find out how much it will cost to
complete the custom project, then compare that total cost to the cost of
buying a new solution. Using the tallied amount of reusable assets, a firm can
get a clear indication of what path to take. It is clear that when the cost of
buying a solution with equivalent or better functionality and a faster time-
to-market is less than it is to complete the custom project, it makes sense
financially to switch to the bought solution. The things to consider are:

• What is the projected total per day D3 cost for the rest of the project?

While it is impossible to say for certain for all companies what that might
be, it is fairly easy to calculate it for a particular company. If a company has
been working internally on a custom project for an amount of time, t, then a
full-service data-warehousing firm should be able to do the following:

1) Assess the current business and technological environment at time t,
2) Determine how much it is to complete the project from time tto the

project’s conclusion using different possible scenarios,
3) Add that cost to the cost of bringing the project to time tand finally,
4) Compare that total to the projection for the bought solution.

• How much longer will it take?

It is not difficult to estimate how long a packaged solution will take to deliver
after a professional assessment of the environment. From beginning to end,
a packaged solution takes a fraction of the time to deploy compared to a
custom one. Even when a custom project is partly or mostly complete, a
bought solution may still be faster to deploy. Furthermore, the amount of D3
is little to zero in the packaged solution.

• How much will extra hardware/software for the custom project cost and
will that cost more than what is already offered in the packaged solution?
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Again, maximizing the amount of reusables tends to equalize, or at least
minimize the difference between the cost to complete a custom solution and
the cost to purchase a packaged one. This is another metric that can be
measured using an assessment.

• How much work will I need to do with this custom solution when the
business expands? Will it be lesser/cheaper with a packaged alternative?

Unless the custom solution is being built with the extensibility of a pack-
aged solution, it will not be cheaper to do extra work extending the custom
solution when the business or data sets expand or change. Very often, compa-
nies find themselves having to rework their solution to accommodate expan-
sion into other states, mergers, acquisitions, or corporate structure changes.
This is almost the equivalent of building another warehouse from scratch. Fur-
thermore, the kind of robust extensibility found in some packaged solutions
took quite a while to develop. Doing it internally would delay the delivery of
value-added decisional applications to knowledge workers. A needless delay,
since that functionality is already available with a provider. Packaged solu-
tions, by their very nature, are designed to be flexible enough to cover most
existing and future business situations. Also, this flexibility is strengthened by
any professional services used to customize the solution to a particular firm.
Because of this, packaged solution providers have an easier time planning for
and delivering such changes since they have the experience in managing many
evolving business scenarios.

Does Building Save Money?

Despite all the technological advancements in the last 10–15 years, the insur-
ance sector has historically been slow to embrace many of them. Years ago,
policies, claims, and other administration systems were built by internal or
outsourced development teams. A team was hired to develop it over a period
of 2 years or so, a little at a time, and then implementation also took another
1–2 years. After all was said and done, final deliverables only happened after
3–4 years and millions spent.

Undertaking new technology in a business setting can be risky, but it
is sometimes necessary. Insurers realized the importance of these operational
systems to the running of their business, but when the opportunity to cut that
development and implementation time came they were still reluctant to invest
in the then-new technology. They were afraid of a lot of new infrastructure in
a short amount of time. What if it did not deliver? Insurers were faced with
a choice:

They could:

1) Continue to develop their own systems over a very long period of time
without sufficient returns on their investments while other companies were
leaping ahead in terms of vision, service, and results;
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2) Forget about investing in these operational systems and continue the old
way of doing things, hoping that the market will respond favorably to a
company that saved money (in the short term, at least), or;

3) Buy a solution, customize it as necessary, and spend most of their efforts
doing more business in a shorter amount of time using fewer resources.

In the end, the last option turned out to be the best one. Bought solutions
on the operational side are standard in most of the insurance community
today. On the decisional side, things are similar. The META Group reports
that many data warehousing projects follow the 2:2:50 pattern. That is the
average DW project takes two years to deploy, costs an average of $2 million,
and has an expected failure rate of 50%. Other estimates cite overall failure
rates of more than 60%.

The Data Warehouse Institute also reports rates higher than 70% across
all industries. This is partly due to people not having all the technical exper-
tise required for such a project. Companies often do not have the resources
experienced in data warehousing. There is confusion in what the information
systems staff can do and what they cannot. There is even confusion in what
data warehousing means. In a decision-support context, the risks in building
are very similar, if not identical, to the risks in building operational systems.
Decision support and data warehousing are in the same position as claims
and policy management systems were 10 years ago. The same arguments ap-
ply now as they did then. It no longer makes sense to develop internally. The
commitment involved is not so great when you consider the alternative.

Do Internal Staff Members have Inside Knowledge not Available
to Vendors?

This is partly true. While some vendors know the insurance industry very
well, there may be some things in a particular company that are not stan-
dard. There may even be things that a bought solution may not address in
its raw form. But there are ways around this. Using a vendor can allow more
information systems projects to be completed in a shorter amount of time.
An assessment where the vendor works with your company’s internal business
and IT staff ensures that the solution fits your business correctly. After that,
your staff is free to do all the things that they have expertise in. For exam-
ple, sometimes there are internal systems that need to be maintained, built,
or rebuilt. Often, these projects can take precedence over data warehousing.
Leveraging the vendor’s expertise allows both initiatives to take place at the
same time; therefore you leverage external expertise in the decision-support
area.

It is always wise to focus on core competencies. Chances are the right
vendor does nothing but data warehousing. It is their job to make your data
useful to your knowledge workers. In that respect, this is often a good reason
to allow such a vendor to support the business in decision support rather than
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internal resources. Your internal resources would not become obsolete in such
an environment; in fact they would be better used doing what they do best.

Is it More Beneficial to Work with Familiar Technology?

It is not necessarily the best idea to work with familiar technology, especially
from a business point of view. Consider a company that uses technologies A,
B, and C. The actuarial department realizes that in order to be more efficient
in their rate making, they need a certain functionality that cannot be found
in these technologies. It is found, however, that technology D will allow that
functionality. While it may make sense initially for the IT department to fa-
vor the familiar technology, it should be noted that there may be a significant
opportunity cost associated with not providing the analytical capabilities re-
quired by the actuaries. This may be measured in terms of lost revenue or
time not optimized by knowledge workers. It is the business need that drives
technology, not the other way around. In cases where there is an absolute
requirement for certain in-house technologies to be in place, it may be possi-
ble for components in the packaged solution to be changed, depending on the
flexibility of the solution chosen. Using certain technologies mainly for com-
fort to the exclusion of what may be better technology for the business can
ultimately defeat certain business goals. The following Table 3.1 summarizes
these arguments.

3.6.5 Introducing FellowDSS
TM

As stated, it is no longer necessary for an insurance company to use internal
resources to deliver an effective administrative system to run the business (or
line of business). Now the same insurers no longer have to spend the time,
money, and other resources to deliver a robust decision-support system to
drive the business.

FellowDSS
TM

is a decision-support system based on data warehousing
technology. It has been developed with the broad needs of insurance compa-
nies in mind. It will drastically reduce the time, cost, resource requirements,
and risk associated with implementing and deploying a data warehouse for
insurance companies. In particular, this decision-support system has all the
functionality, right out of the box, of a robust decision-support system. The
next subsection demonstrates how this is done.

How FellowDSS
TM

Stacks Up

We mentioned that there are a number of requirements in a decision-support
system; Table 3.2 summarizes how FellowDSS

TM
addresses these requirements

and more.
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Table 3.1. Summary

Problem Origin Reality

We have already
started building a
solution

Concern of not be-
ing able to cost jus-
tify the solution

The total size of all recov-
erable costs may be quite
high compared to the size of
the nonrecoverable costs. The
cost to complete may be more
than the cost to switch to a
packaged solution with equiv-
alent or superior functional-
ity, when “time-to-market” is
factored in. If the ability of
the custom project to adapt
to new business solutions is
in question, then the packaged
alternative is worthy of con-
sideration, especially in this
marketplace.

We will save money
by doing it inter-
nally, and we do not
have to allocate all
of the funds immedi-
ately

Reluctance to com-
mit

May be true in the short
run, but not necessarily. Can
start development and main-
tenance would be required. A
change in the business could
mean a complete reworking of
the model, infrastructure and
so on. Stretching out an im-
plementation and missing out
on business opportunities or
not being able to effectively
analyze practices can cost far
more than any packaged data
warehousing application.

Our developers have
inside knowledge of
our business that
vendors could not
possibly have.

Myth of internal
staff obsolescence

They can work with your in-
ternal technical and business
resources to customize the so-
lution to reflect your business
with little disruption to every-
day operations. Then your re-
sources can be better used in
other projects.

Business intelligence
is not that impor-
tant anyway. Why
get a whole new in-
frastructure anyway.

Resistance to change Business intelligence is the
price to pay in insurance to-
day. See “the challenge of
business intelligence across in
the insurance industry.”

We are very familiar
with the existing
technical environ-
ment

Resistance to change The right vendor can teach
you the technical environ-
ment, work with yours (where
applicable), or a combination
of both.
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Table 3.2. How FellowDSS
TM

handles data warehousing requirements, by module

Requirements Fellow DSS
TM

Module (s)

Customer profile, loyalty, and
care analysis

Market Analysis

Marketing campaign analysis Sales Management
Sales analysis Sales Management
Policy, risk, coverage, and
billing analysis

Market Analysis

Line of Business segmentation Market Analysis
Business performance analy-
sis/underwriter profitability
or results analysis by business
metric

Sales Management/Claims
Analysis

Expense control Agent Remuneration Analysis
Pricing (by demographic,
postal code, impact of cross,
and up-selling

Pricing Scenario Analysis/
Market Analysis

Accident year data Analysis Claims Analysis
Claims Analysis Claims Analysis
Channel Effectiveness Distribution channel Effec-

tiveness
Insurance Products Analysis Insurance Products Move-

ment
Financial Products Analysis Annuities and Investment

Products Movement
Loss Analysis Claims Analysis

To learn more about FellowDSS
TM

business models, metadata definitions,
database structures, transformation/loading scripts, advanced reporting and
other algorithms, see the FellowDSS

TM
product brief.

3.7 Summary

The data mart/enterprise data warehouse environment increasingly becomes
important as the data warehouse environment evolves to the corporate infor-
mation factory. Data marts serve departments while the enterprise data ware-
house serves the entire corporation. The enterprise data warehouse is shaped
by very granular, simple data. Typically the enterprise data warehouse struc-
ture is normalized or “lightly denormalized.” The data mart structures are
shaped by the requirements of the departments that own them. The predom-
inant structure for the world of data marts is the star join or the snowflake
structure.

The community of users for the data mart/enterprise data warehouse en-
vironment includes farmers and explorers. Farmers and explorers have very
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different characteristics. Farmers have a strong affinity for data marts while
explorers have a strong affinity for the enterprise data warehouse. The enter-
prise data warehouse serves many other architectural structures, other than
the data marts. The enterprise data warehouse is served by very different
technology than the data marts.

In order to compete in today’s competitive healthcare marketplace, or-
ganizations must listen to everything that is going on around them—they
just cannot focus on their own corner of the world. Data warehouses, are in
essence, a sophisticated hearing aid that allows healthcare organizations to
hear what their customers and their providers are saying, thereby offering
enhanced service and cultivating long-term customer relationships. By using
data warehouses to make data-driven decisions, organizations will no longer
have to rely on hit-and-miss tactics to guess at what makes effective outcomes
and what customers need. In this marketplace, data warehouses are not merely
a luxury, or even just a competitive advantage. They are a matter of survival.

Also in this section the data warehousing in telecommunication industry is
discussed in detail. A single technology for implementing security meeting the
required performance target is yet to be devised but the existing technologies
can be used in combination to produce satisfactory results. In this section an
attempt is made at trying to devise such a security model. XML with the
proper extensions to its different technologies looks a likely candidate to be
used in solving the security problems in data warehouse but still it is a long
way from perfection; nonetheless the future does looks promising.

This section has explored two main methods of establishing a business
intelligence environment in an insurance company: building a solution from
the ground up and buying an existing solution. We conclude that buying the
solution and then customizing it to a particular environment is the most effec-
tive method strategically, technologically, and financially. FellowDSS

TM
is the

method of choice for accessing that critical information. For more information,
read “The Challenge of Business Intelligence Access for the Insurance Indus-
try” as well as the FellowDSS

TM
product brief, both available from SQLiaison

representative.

3.8 Review Questions

1. Explain in detail about business process re-engineering.
2. With a star cube, explain data mart technology.
3. State some of the different structures and uses of data mart.
4. Explain about data warehouse in the enterprise technology.
5. Draw the Informix architecture and state its advantages.
6. How to build the data mart/data warehouse infrastructure?
7. Explain about the amount of history stored in data warehouse.
8. How to share data among data marts and what is the efficiency of sharing?
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9. What are subdata marts and state its uses?
10. What is refreshment cycle as used in warehouse technology?
11. Give details on external data and operational data stores based on their

usage.
12. What is distributed metadata?
13. How to manage warehouse environment based on applications?
14. Explain in detail on data warehousing for health care.
15. What to expect when beginning a data warehouse implementation?
16. What are the issues in industry that data warehouse addresses?
17. Write about the issues and challenges faced when data mining is applied

to telecom industries.
18. Explain in detail about the various management involved in telecom life-

cycle.
19. What are the security issues in data warehouse technology?
20. Compare performance versus security.
21. What are techniques and technologies used to tackle the security issues in

data warehouse?
22. Explain the steps involved in implementing security with suitable model

structure.
23. What are the components and the working steps involved in security

model?
24. State the fundamental choices for insurers in data warehousing.
25. How to analyze the strategic value of data warehousing as applicable in

insurance?
26. Explain in detail on Fellow DSS

TM
stack up with its advantages.
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Evolution and Scaling of Data Mining
Algorithms

Objectives:

• Data mining is an application-driven field where research questions tend
to be motivated by real-world data sets.

• While many data mining applications focus on commercial applications,
such as credit scoring, fraud detection, and Web personalization, data
mining as a tool for scientific discovery also motivates research interest.

• The data mining innovations being implemented worldwide often involve
collaborations among domain experts, computer scientists, and statisti-
cians.

• These application-driven developments will continue to proliferate as data
owners seek new and better ways to gain insight into their data.

• The research effort on scaling data mining algorithms to large databases
has now given analysts the ability to model and discover valid, interesting
patterns over these large data sets.

• General scaling principles include use of summary statistics, data com-
pression, pruning the search space, and incremental computation.

• We described these principles in the practical context of mining algorithms,
expecting they would be useful in other areas of computer science as well.

Abstract. Traditional modeling methods from statistics and machine learning, in-
cluding linear regression, logistic regression, discriminate analysis, and näıve Bayes
models, are often the first tools used to model multivariate data. Newer predictive
models, including additive regression, decision trees, neural networks, support vector
machines, and Bayesian networks, have attracted attention in data mining research
and applications, as modern computing power has allowed data miners to explore
more complex models. These predictive models often sacrifice interpretability for
increased flexibility in the functional forms they accommodate. The trade-off be-
tween flexibility and the interpretability often drives the choice of method applied
to particular multivariate data set.

Recent research has shown that combining different models can be effective in
reducing the instability that results from predictions using a single model fit to a
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single set of data. A variety of model-combining techniques (with exotic names like
bagging, boosting, and stacking) combine massive computational search methods
with variance-reduction ideas from statistics; the result is relatively powerful au-
tomated schemes for building multivariate predictive models. As the data miner’s
multivariate toolbox expands, a significant part of the art of data mining is the
practical intuition of the tools themselves. Also in this section scaling the mining
algorithms to large databases is discussed.

4.1 Data-Driven Evolution of Data Mining Algorithms

Data mining is an application-driven field where research questions tend to
be motivated by real-world data sets. In this context, a broad spectrum of
formalisms and techniques has been proposed by researchers in a large number
of applications. Organizing them is inherently rather difficult; that is why we
highlight the central role played by the various types of data motivating the
current research.

We begin with what is perhaps the best-known data type in traditional
data analysis, namely, d-dimensional vectors x of measurements on N objects
or individual, or N objects where for each of which we have d measurements
or attributes. Such data is often referred to as multivariate data and can be
thought of as an N × d data matrix. Classical problems in data analysis in-
volving multivariate data include classification (learning a functional mapping
from a vector x to y where y is a categorical, or scalar, target variable of in-
terest), regression (same as classification, except y, which takes real values),
clustering (learning a function that maps x into a set of categories, where
the categories are unknown a priori), and density estimation (estimating the
probability density function, or PDF, for x, p (x)).

The dimensionality d of the vectors x plays a significant role in multi-
variate modeling. In problems like text classification and clustering of gene
expression data, d can be as large as 103 or 104 dimensions. Density estimation
theory shows that the amount of data needed to reliably to estimate a density
function scales exponentially in d (the so-called “curse of dimensionality”).
Fortunately, many predictive problems including classification and regression,
do not need a full d dimensional estimate of the PDF p(x), relying instead
on the simpler problem of determining of a conditional probability density
function p(y|x), where y is the variable whose value the data miner wants to
predict.

Recent research has shown that combining different models can be effective
in reducing the instability that results from predictions using a single model fit
to a single set of data. A variety of model-combining techniques (with exotic
names like bagging, boosting, and stacking) combine massive computational
search methods with variance-reduction ideas from statistics; the result is
relatively powerful automated schemes for building multivariate predictive
models. As the data miner’s multivariate toolbox expands, a significant part
of the art of data mining is the practical intuition of the tools themselves.
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4.1.1 Transaction Data

A common form of data in data mining in many business contexts is record of
individuals conducting “transactions,” examples include consumers purchas-
ing groceries in a store (each record describes a market basket) and individuals
surfing a Web site (each record describes the pages requested during a par-
ticular session). Employing the multivariate viewpoint, we can conceptually
view this data as a very sparse N × d matrix of counts, where each of the
N rows corresponds to an individual basket or session, each of the d columns
corresponds to a particular item, and entry (i, j) is 1 if item j was purchased
or requested as part of session i and is 0 otherwise.

Both N and d can be very large in practice. For example a large retail chain
or e-commerce Web site might record on the order of N = 106 baskets per
week and have d = 105 different items in its stores available for purchase or
downloading. These numbers pose significant challenges from both the point
of view of being computationally tractable and being amenable to traditional
statistical modeling. For example, in a store with 105 different items and 106

baskets per week simply computing a pairwise correlation matrix requires
O(Nd2) time and O (d2) memory, resulting in numbers of 1016 for time and
1010 for memory.

However, data miners routinely take advantage of the fact that transaction
data is typically sparse; for example, since the average grocery basket might
contain only 10 items, having only a few items in a basket means that only
10/50,000 or 0.02%, of the entries in the N×d transaction matrix are nonzero.
A substantial body of work in data mining research focuses on the idea of using
subsets of items represented in each market basket, the so-called item sets
I as “information nuggets” in large high-dimensional transaction data sets;
an example of an item set is the combination of products bread, wine, and
cheese in baskets in a grocery store. Several variants of efficient algorithms
are available to find all frequent item sets from a sparse set of transaction
data. Frequent items are item sets I such that f1 > T , where the frequency
f1 is the number of rows in which all the items in I were purchased and T is
preselected count threshold, such that T = 0.001 × N.

Another strand of research takes a more statistical view of market basket
data as a density estimation problem rather than a search problem. A method-
ology for finding statistically significant item sets, i.e., item sets I whose em-
pirical frequency varies significantly from the frequency expected by a base line
model (see illustrative visualizations at www.ics.uci.edu/∼smyth/cacm02/).
Determining statistical significance in this contest is a subtle problem. A
Bayesian approach can uncover complex multi-item associations ignored by
more traditional hypothesis testing techniques. It has been used by the U.S.
Food and Drug Administration to search large postmarket surveillance data-
bases for significant but relatively rare adverse reactions, – a good example
of the marriage of computationally oriented data mining ideas with more tra-
ditional inferential theories from statistics. Increasingly, much of the research
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work in data mining occurs at this interface of computational and inferential
approaches.

Frequent item sets can also be viewed as constraining on the set of all pos-
sible high-order probability models for the data. The technique of maximum
entropy estimation provides theoretical framework for estimating joint and
conditional probability distribution from the frequent item sets that can then
be used for forecasting and answering queries. Unfortunately the maximum
entropy approach scales exponentially the number of variables as to model (in
both time and memory), limiting the technique in practice to relatively short
queries or low-dimensional models.

Viewing transaction data as a sparse N × d matrix is a gross oversimpli-
fication of the true structure of the data in most applications. Typically, real
transaction data has significant additional structure at various levels of detail;
for example retail items are usually arranged in product hierarchies, and Web
pages can be related to each other (through hyper links) or can be instances
of a more general database scheme. Thus the columns of a data matrix such
as products and Web pages can themselves have attributes (such as price and
content) as well as implicit inter item relationships. Similarly the rows in a
transaction data set can also have significant structure manifested by hourly,
weakly, and seasonal temporal patterns. While some of these techniques ex-
plicitly exploit this structure, many open research challenges remain. Clear,
however, is that techniques exploiting special structure in the data are likely
to produce much more valuable insights and predictions than techniques that
choose to ignore this structure.

4.1.2 Data Streams

The term data stream pertains to data arriving over time in a nearly contin-
uous fashion. In such applications, the data is often available for mining only
once, as it flows by. Some transaction data can be viewed this way, such as
Web logs that continue to grow as browsing activities occur over time. In many
of these applications, the data miner’s interest often centers on the evaluation
of user activity; instead of focusing on the relationships of items (columns),
the data miner focuses on modeling individuals or objectives (rows).

Data streams have prompted several challenging research problems, in-
cluding how to compute aggregate counts and summary statistics from such
data. A related problem is that of incremental learning, whereby a global
model assumed for the data stream, and the model is estimated incrementally
as data arrives. A good example of the approach for online adaptation of clas-
sification tree models uses analytical probabilistic bounds to guide the degree
to which the model needs to be updated over time.

Another aspect of data stream research involves scaling traditional ideas
in statistical data analysis to massive, heterogeneous, nonstationary environ-
ments. Using large streams of call-record data in, for example, the telecom-
munications industry, statistical models (called signatures) can be built for
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individual telephone customers. Note that the collection of customers’ signa-
tures resulting from this methodology can be viewed in a database context as a
statistical view of the underlying transaction data. Thus the derived data can
help provide approximate (statistical sense) answers to queries. Numerous ap-
plications of these techniques tackle problems in forecasting, fraud detection,
personalization, and change detection.

4.1.3 Graph and Text-Based data

The possibility of discovering patterns in large graphs also motivates data
mining interest. We can think of representing relationships among objects.
Such “data graphs” appear in multiple settings; for example, the Web can be
viewed as a graph where nodes are pages and hypertext links are edges. Simi-
larly, user browsing can be viewed as a bipartite graph where nodes are either
users or Web pages, and the edges or pages users have visited. An inevitable
question arising from a graphical view of the Web is: What kind of structure
can be automatically discovered from its topology? Research suggests, for ex-
ample, the graph structure underlying the Web is distinctly nonrandom and
possesses many interesting proprieties.

Graphs can be represented by an adjacency matrix conveying the nodes as
row/column labels and edges as cell entries. Such matrices are indeed large,
and fortunately, sparse. That is all nodes in a real graph are not created equal;
some have an extremely high degree, outgoing or incoming edges, while the
vast majority barely have degree 1. If the nodes are sorted according their
degree, the result is often “laws” of the form.

Degree α 1/ranka, where a is often termed as the “degree” exponent.
The matrix representation of a graph suggests that many classical methods

in linear algebra are likely to be extremely useful for analyzing the properties
of graphs. Indeed, the singular value decomposition is the engine behind many
powerful tools, including latent semantic indexing, the hubs and authorities
algorithm, and Google’s PageRank algorithm. Reflecting what can be discov-
ered from connectivity information alone, page rank uses a recursive system
of equations defining the importance of each in terms of the importance of the
pages pointing to it. The importance (or page rank) of each page can then be
determined by solving this set of linear equations. Once again, sparseness is
important from a computational point of view. Since the number of out links
per page is on average extremely low relative to the total number of pages on
the Web, this system of linear equations is sparse, and an iterative algorithm
typically converges on a solution rather quickly.

Hyperlink connectivity represents only one type of Web data. The naviga-
tion patterns of Web surfers, obtained from Web logs, also represent opportu-
nities for prediction, clustering, personalization, and related techniques, often
referred as to as “Web mining.”

Web content, including text documents, is another vast and ready avail-
able data source for data mining. Considerable progress in text classification
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and clustering has been made by representing text as term vectors (a vector
where component j is 1 if the document contains term j and 0 otherwise).
Nevertheless, modeling documents at a richer semantic level is clearly worth-
while for, say, trying to identify the relations among sets of objects such as
documents.

4.1.4 Scientific Data

While many data mining applications focus on commercial applications, such
as credit scoring, fraud detection, and Web personalization, data mining as
a tool for scientific discovery also motivates research interest. For example,
data in the form of DNA and protein sequences, microarray-based gene ex-
pression measurements, and biological images have revolutionized the fields
of biology and medicine. Biologists often spend more time looking at data
than through a microscope. Since much biological research is data-rich and
relatively theory-poor, data mining research promises significant opportuni-
ties for assisting biologists pursuing new scientific discoveries. Rather than
viewing the field of computational biology as just applications, data miners
find themselves confronted with interesting and fundamental research chal-
lenges from a number of perspectives, including modeling, interference, and
algorithmic. For example, the discovery of “motifs” in DNA sequences is an
example of a biologically motivated data mining problem. Motif discovery can
involve prior knowledge as to the number of motifs (such as one per sequence)
and their exact or expected lengths. However, little knowledge is typically
available as to where the motifs occur in each sequence or what symbols they
contain. Related research is driven by development of both score functions
for patterns (to be interesting, pattern must differ from the back ground in a
systematic way) and efficient search techniques to locate the likely candidates
from the combinationally large space of possible patterns in a set of sequences.
Ideas from a systematic search, heuristic search, and stochastic search have all
proved useful in this context. Several publicly available algorithms are used
in computational biology for motif discovery, each combining basic statistical
models with massive search capabilities.

Scientists in other disciplines also have an increased awareness of the im-
portance of data mining; for example, in astronomy, the Sloan Digital Sky
Survey generates 5TB of data annually, leading to significant data engineer-
ing challenges (see www.sdss.org). An important research topic concerning
such data is how to develop efficient algorithms to perform common data
analysis tasks, including clustering and density estimations, on massive data
sets. Multiresolution kd -trees, or a flexible data structure for indexing data in
multiple dimensions, can provide orders of magnitude speed-ups in the density
estimations of astronomical data using mixture models.

One research area conspicuous by its absence in data mining research
though tremendously important in practically any scientific context, is hu-
man operator interaction for discovery; for example how can the algorithm
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designer and the scientist represent prior knowledge so the data mining algo-
rithm does not just rediscover what is already known? And how can scientists
“get inside” and “steer” the direction of a data mining algorithm? While some
research on this topic has been pursued in a number of areas, including artifi-
cial intelligence and statistics, it has had relatively little effect on data mining
in general.

4.2 Scaling Mining Algorithms to Large DataBases

Data mining is increasingly recognized as a key to analyzing, digesting, and
understanding the flood of digital data collected by business, government,
and scientific applications. Achieving this goal requires the scaling of mining
algorithms to very large databases. Many classic mining algorithms require
multiple database scans and/or random access to database records. Research
today focuses on overcoming limitations imposed when it is costly or impossi-
ble to scan large databases multiple times or access records at random, while
developing innovative algorithms and data structures to speed computation.

4.2.1 Prediction Methods

Predictive modeling is often a high-level goal of data mining in practice. After
outlining the predictive modeling problem, we focus on two classes of algo-
rithm: decision tree methods and support vector machines. Input into predic-
tive modeling algorithms is a data set of training records. The goal is building
a model that predicts a designated attribute value from the values of the other
attributes (see Fig. 4.1). Many predictive models have been proposed in the
literature, including neural networks and Bayesian methods.

Decision Tree Construction. Decision trees are especially attractive in data
mining environments since human analysts readily comprehend the resulting
models. Their construction does not require an analyst to provide input pa-
rameters: prior knowledge about the data is also not needed. A record can
be associated with a unique leaf node by starting at the root and repeat-
edly choosing a child node based on the splitting criterion, which evaluates a
condition on the input records at the current node.

Decision tree construction algorithms consist of two stages: tree building
and pruning. In the former, most decision tree construction algorithms grow
the tree top down in the following greedy way. Starting with the root node,
the database is examined by “split selection method” for selecting the split
condition at each node. The database is then partitioned and the procedure
applied recursively. In the pruning stage, the tree constructed in the tree-
building phase is pruned to control its size, and sophisticated pruning methods
select the tree in a way that minimizes prediction errors.

The training database is accessed extensively while the tree is constructed;
if the training database does not fit in memory, an efficient data-access method
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Fig. 4.1. Magazine subscription example classification tree

is needed to achieve scalability. Many scalable algorithms incorporate the ob-
servation that only a small set of sufficient statistics (such as aggregate mea-
sures, like counts) is necessary for applying popular split selection methods.
The aggregated data is much smaller than the actual data. The statistics can
be constructed in memory at each node in a single scan over the correspond-
ing database partition that is, it satisfies the splitting criteria, leading to the
node.

Although the sufficient statistics are often quite small, there are situations
where the sufficient statistics are about as large as the complete data set.
One way to deal with the size of the sufficient statistics is to observe that a
large class of split selection methods searches over all possible split points and
all attributes. The sufficient statistics at each step of the search are small –
small enough to fit in memory. One way to utilize this observation is to create
index structures over the training data set, thus permitting fast incremental
computation of the sufficient statistics between adjacent steps of the search.
For example, one class of algorithm vertically partitions the data set, sorts
each partition by attribute value, then separately searches splitting criteria
for each attribute by scanning the corresponding vertical partition.

Another way to deal with the size of the sufficient statistics is to split
the problem into two phases. In the first, the algorithm scans the data set,
constructing sufficient statistics in memory at a coarse granularity. Using the
in-memory information, the algorithm prunes large parts of the search space
of possible splitting criteria due to smoothness properties (such as bounds on
the derivative) of the splitting criteria. In the second, the data set is scanned
a second time, constructing exact sufficient statistics for only the parts of the
search space that could not be eliminated in the first phase. Variations of
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this idea eliminate only part of search space with high probability in the first
phase; the algorithm then checks decisions in the second phase. Algorithms
based on this two-phase approach appear to be the fastest known methods
for classification tree construction.

Support Vector Machines. Support vector machines (SVMs) are powerful and
popular approaches to predictive modeling with success in a number of appli-
cations, including hand written digit recognition, charmed quark detection,
face detection, and text categorization.

SVMs fit in the context of classification where the attribute whose value is
to be predicted (the dependent attribute) has two possible values: 0 or 1. SVM
classification is performed by a surface in the space of predictor attributes
separating points with dependent attribute = 0 from those with dependent
attribute = 1. An optimal separating surface is computed by minimizing the
margin of separation (see Fig. 4.2). The margin of separation is the distance
between the boundary of the points with dependent attribute = 0 and the
boundary of those with dependent attribute = 1. The margin is a measure
of “safety” in separating the two sets of points - the larger the better. In the
standard SVM formulation, computing the optimal separating surface requires
solving a quadratic optimization problem.

The burden of solving the SVM optimization problem grows dramatically
with the number of training records. To reduce this burden, a method called
“chunking” iteratively updates the separator parameters over chunks of train-
ing cases; the size of a chunk is chosen, so it fits into main memory. To obtain
optimal classification chunks often need to be revisited, implying, multiple
passes over the data.

A data compression approach called squashing is also applicable to SVM
training, where the training records are summarized by a smaller data set em-
ulating the distribution of the original training records. The training records
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are clustered utilizing the likelihood profile of data. The SVM is then trained
over the clusters, where the number of data points it contains weights each
cluster.

Another approach to scaling SVMs involves reformulating the underly-
ing optimization problem, resulting in efficient iterative algorithms. Methods
require the solution of a linear system of equations with size m+1at each itera-
tion or deal directly with the underlying optimality conditions (Karush-Kuhn-
Tucker conditions) to incrementally improve the classifier at each iteration;
m is the number of predictor attributes.

The SVM predictive function can be decomposed as the linear combination
of functions can be decomposed as the linear combination of functions of
training data points (called kernels). Projection methods aim to approximate
the combination of all training data with a subset of points. Some projection
methods use m randomly selected points on which to base the separating
surface. Sparse, greedy matrix approximations try to determine the best m
points to use.

4.2.2 Clustering

Clustering aims to partition a set records into several groups such that “sim-
ilar” records are in the same group according to some similarity function,
identifying similar subpopulations in the data. For example a cluster could be
a group of customers with similar purchase histories, interactions, and other
factors.

One scalability technique for clustering algorithms is to incrementally sum-
marize dense regions of the data while scanning a data set. Since a cluster
corresponds to a dense region, the records within this region can be summa-
rized collectively through a summarized representation called a cluster feature
(CF), such as the triple consisting of the number of points in the cluster, the
cluster centroid, and the cluster radius. More sophisticated cluster features
are also possible.

CFs are efficient for two reasons: they occupy less space than maintaining
all objects in a cluster; and if designed properly, they are sufficient for cal-
culating all intercluster and intracluster measurements for making clustering
decisions. Moreover, these calculations can be performed faster than all ob-
jects in clusters. Distances between clusters, radii of clusters and CFs – and
hence other properties of merged clusters can all be computed quickly from
the CFs of individual clusters.

CFs have also been used to scale iterative clustering algorithms, such as
the k-means algorithm and expectation-maximization algorithm. When scal-
ing iterative clustering algorithms, the algorithm identifies sets of discardable
points, sets of compressible points, and a set of main-memory points. A point is
discardable if its membership in a cluster can already be ascertained with high
confidence; only the CF of all discardable points in a cluster is retained while
the actual points are discarded. A point is compressible if it is not discard-
able but belongs to a tight subcluster consisting of a set of points that always
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move between clusters simultaneously. The remaining records are designated
as main-memory records, as they are neither discardable nor compressible.
The iterative clustering algorithm then moves only the main-memory points
and the CFs of compressible points between clusters until a criterion function
is optimized.

Other research on scalable clustering focuses on training databases with
large attribute sets. The search methods involve discovering the appropriate
subspace of attributes in which the clusters are most likely to exist. These
methods help analysis trying to understand the results, as they focus only on
the attributes associated with a given cluster.

4.2.3 Association Rules

Association rules capture the set of significant correlation’s present in a given
data set. Given a set of transactions, where each transaction is a set of items,
an association rule is an implication of the form X ⇒ Y, where X and Y are
sets of items. This rule has support s if s% of transactions include all the
items in both X and Y, and confidence c if c% of transactions containing X
also contain Y. for example, the rule “[carbonated beverages] and [crackers]⇒
[milk]” might hold in a supermarket database with 5% support and 70% confi-
dence. The goal is to discover all association rules with support and confidence
greater than the user-specified minimum support and minimum confidence,
respectively. This formulation has been extended in many directions, includ-
ing the incorporation of taxonomies, quantitative associations, and sequential
patterns.

Algorithms for mining association rules usually have two distinct phases.
First, they find all sets if items with minimum support (in other words, the
frequent item sets). Since the data may consist of millions of transactions, and
the algorithm may have to count millions of potentially frequent (candidate)
item sets to identify the frequent ones, this phase can be computationally
expensive. Next, rules can be generated directly from the frequent item sets,
without having to go back to the data. The first step usually consumes most of
the time: hence, research on scalability focuses here. Scalability techniques can
be partitioned into two groups: those that reduce the number of candidates
that need to be counted: and those that make the counting of candidates more
efficient.

In the first group, identification of the antimonotonicity property that all
subsets of a frequent item set must also be frequent proved to be a powerful
pruning technique that dramatically reduces the number of item sets that
need to be counted. Subsequent research has focused on variations of original
problem. For instance, for data sets and support levels where the frequent
item sets are very long, finding all frequent item sets is intractable, since a
frequent item set with ‘n’ items has 2n subsets. However, the set of maximal
frequent item sets can still be found efficiently by looking again: once an item
set is identified as frequent none of its subsets need to be counted. The key
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is to maximize the probability that item sets counted by looking ahead are
actually frequent. A good heuristic is to bias candidate generation, so the most
frequent items appear in the most candidate groups. The intuition behind this
heuristic is that items with high frequency are more likely to be part of long
frequent item sets.

In the second group of techniques, nested hash tables can be used to ef-
ficiently check those candidate item sets that are contained in a transaction.
This is very effective when counting shorter candidate item sets less so for
longer candidates. Techniques for longer item sets include database projec-
tion, where the set of candidate item sets is partitioned into groups such
that the candidates in each groups share a set of common items. Then before
counting each candidate group the algorithm first discards the transactions
that do not include all the common items for the remaining transactions, dis-
cards the common items (since it knows they are present), as well as items
not present in any of the candidates. This reduction in the number and size of
the remaining transactions can yield substantial improvements in the speed
of counting.

4.2.4 From Incremental Model Maintenance to Streaming Data

Real-life data is not static, evolving constantly through additions and deletions
of records; in some applications, such as network monitoring, data arrives in
such high-speed data streams it is practically impossible to store it for offline
analysis. A framework we call “block evolution” illustrates these models of
evolving data. The input data set to the data mining process is not static,
as it is updated with a new block of tuples at regular time intervals, say,
everyday at midnight (a “block” is a set of tuples added simultaneously to the
database). For large blocks, this model captures the common practice in many
data warehouse installations, whereby updates from operational databases are
batched together and performed in the block update. For small blocks (in the
extreme, a single record), the model captures streaming data.

For evolving data, two classes of problem are of particular interest: data
mining model maintenance and change detection. Model maintenance aims
to maintain a data mining model undergoing insertion and deletion of blocks
of data. Change detection aims to qualify the difference in terms of data
characteristics between two blocks of data.

Recent research has focused on mining evolving data. Incremental model
maintenance has also received attention, since it is desirable to go from incre-
mental updates of the data warehouse to only incremental updates of existing
data mining models, especially in the light of very large size of data ware-
houses. Incremental model maintenance algorithms concentrate on computing
exactly the same model as if the original model construction algorithm was
run on the combined collection of old and new data. One scalability technique
widespread in model maintenance algorithms is the localization of changes for
inserting new records. For example, for density-based clustering algorithms,
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inserting a new record affects only clusters in the neighborhood of the record;
thus efficient algorithms “localize” the change to the model without having
to recompute the complete model. Another example involves decision tree
construction, whereby the split criteria at the tree might change only within
certain confidence intervals under insertion of records, assuming the underly-
ing distribution of training records is static.

When working with high-speed data streams, algorithms have to be able
to construct data mining models while looking at the relevant data items only
once and in a fixed order (determined by the stream arrival pattern) with
a limited amount of main memory. Data stream computation has given rise
to several recent (theoretical and practical) studies of online and one-pass
algorithms with limited memory requirements for data mining and related
problems; examples include computating quantiles and order statistics; esti-
mating frequency moments and join sizes; clustering and decision tree con-
struction; estimating correlated aggregates and computing one dimensional,
or single-attribute, histograms; and Haar wavelet decompositions. Scalabil-
ity techniques include: sampling, summary statistics, sketches (small random
projections with probable performance guarantees), and online compression
of sufficient statistics.

Scalability in data mining is an active area of research, though many chal-
lenging questions remain, including the following:

• Can we mine patterns from huge data sets while preserving the privacy of
individual records and the anonymity of the individuals who provided the
data?

• What are suitable data mining models for high-speed data streams, and
how can we construct them? and

• In light of the plethora of huge and growing sets of linked data available
today, including in the Internet, newsgroups, and news stories, what type
of knowledge can we mine from these resources, and can we design scalable
algorithms for them?

4.3 Summary

The data mining innovations being implemented world wide often involve
collaborations among domain experts, computer scientists, and statisticians.
We expect these application-driven developments will continue to proliferate
as data owners seek new end better ways to gain insight into their data. We
can hope that more synergistic view of data mining, combining ideas from
computer science and statistics will gradually emerge to provide a unifying
theoretical framework for many of these efforts.

Large and growing databases are commonplace in business organizations,
governments, and scientific applications. Prior to the invention of scaling tech-
niques, sampling was the primary method for running conventional machine
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learning, statistical, and other analysis algorithms on these databases. How-
ever, this approach also involved having to determine sufficient sample size, as
well as the validity of discovered patterns or models (the patterns may be an
artifact of the sample). We view sampling as orthogonal and complementary
to scaling techniques, since scaling techniques allow the use of much larger
data sets.

The research effort on scaling data mining algorithms to large databases
has now given analysts the ability to model and discover valid, interesting
patterns over these large data sets. General scaling principles include use
of summary statistics, data compression, pruning the search space, and in-
cremental computation. We have described these principles in the practical
context of mining algorithms, expecting they would be useful in other areas
of computer science as well.

4.4 Review Questions

1. Write short note on transaction data used in the mining algorithms.
2. Briefly describe on the data streams applied in mining process.
3. Explain about graphical, text-level, and scientific data used in mining.
4. Define predictive modeling and explain various techniques involved in this

modeling.
5. Discuss clustering and about the association rules used in scaling.
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Emerging Trends and Applications of Data
Mining

Objectives:

• Discuss the technology and enterprise – adoption trends associated with
business analysis.

• Recent innovations and trends is business analytics – spanning organiza-
tions and technical processes, new technologies, user interface design, and
system integration – are all driven by business value.

• We discuss the technology and enterprise – adoption trends associated
with business analysis.

• In order to achieve the greatest possible business value, analytic solutions
have to produce results that are actionable, along with ways to measure
the effects of key changes.

• Data mining applications have proved highly effective in addressing many
important business problems.

• We outline the related challenges in several emerging domains.
• Biology is in the midst of a revolution with an unprecedented flood of data

forcing biologists to rethink their approach to scientific discovery.
• Data mining flourishes in telecommunications due to the availability of

vast quantities of high quality data.
• The scope, coverage and volume of digital geographic data seers have

grown rapidly in recent years due to the progress in data collection and
data processing technologies.

• Earth science data mining consists of two main components: the model-
ing of ecological data and the design of efficient algorithms for finding
spatiotemporal patterns.

• It is needed to develop highly automated, scalable, integrated, reliable data
mining systems, and tools.

• It is important to promote information exchange among users, data an-
alysts, system developers, and data mining researchers to facilitate the
advances available from data mining research, application development,
and technology transfer.
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Abstract. The field of business analytics has improved significantly over the past
few years, giving business users insights, particularly from operational data stored in
transactional system. An example is e-commerce data analysis, which has recently
come to be viewed as a killer appropriate for the field of data mining. The data
sets created by integrating click stream records generated by Web site activity with
demographic and other behavioral data dwarf, in size and complexity, the largest
data warehouses of a few years ago. The result is massive database requiring a mix
of automated analysis techniques and human effort to give business users strategic
insight about the activity on their sites, as well as about the characteristics of the
sites visitors and customers. With many millions of click stream records generated
every day, aggregated to customer focused records with hundreds of attributers,
there is a clear need for automated techniques for finding patterns in the data.
Here, we discuss the technology and enterprise – adoption trends associated with
business analysis.

Also in this section, emerging scientific applications in data mining like biomed-
ical engineering, Geospatial data, and Telecommunications are discussed.

5.1 Emerging Trends in Business Analytics

The key consumer is the business user, whose job possibly in merchandising,
marketing, or sales, is not directly related to analytical tools to improve the
results of some business process along one or more dimensions (such as profit
and time to maker). Fortunately, data mining analytic applications, and busi-
ness intelligence systems are now better integrated with transactional systems
than they were once, creating a closed loop between operations and analysis
that allows data to be analyzed and the results reflected quickly in business
actions. The mined information today is deployed to a broader business au-
dience taking advantage of business analytics in its everyday activities. Ana-
lytics are now routinely used in sales, marketing, supply chain optimization,
and fraud detection.

5.1.1 Business Users

Even with these advances, business users, while expert in their particular ar-
eas, are still unlikely to be expert in data analysis and statistics. To make
decisions based on the data collected by and about their organizations, they
must either rely on data analysis to extract information from the data or em-
ploy analytic applications that blend data analysis technologies with task –
specific knowledge. In the former, business users impart domain knowledge to
the analyst then wait for the analyst to organize and analyze it and commu-
nicate back the results. These results typically raise further questions; hence
several iterations are necessary before business users can actually act on the
analysis. In the latter, analytic applications incorporate not only a variety of
data-mining techniques but provide recommendations to business users as to
how to best analyze the data and present the extracted information. Business
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users are expected to use it to improve performance along multiple metrics.
Unfortunately, the gap between relevant analytics and users strategic business
needs is significant. The gap is characterized by several challenges.

Cycle time. The time needed for the overall cycle of collecting analyzing, and
acting on enterprise data must be reduced. While business constraints may
impose limits on reducing the overall cycle time, business users want to be
empowered and rely less on other people to help with these tasks.

Analytic time and expertise. Within the overall cycle, the time and analytic
expertise necessary to analyze data must be reduced.

Business goals and metrics. Unrealistic expectations about data mining
“magic” often lead to misguided efforts lacking clear goals and metrics.

Goals for data collection and transformations. Once metrics are identified,
organizations must collect and transform the appropriate data. Data analysis
is often an afterthought, limiting the possible value of any analysis.

Describing analysis results. Most analysis tools are designed for quantitative
analysts, not the broader base of business users who need the output trans-
lated into language and visualizations appropriate for business needs.

Integrating data from multiple sources. The extract transform load (ETL)
process is typically complex and its cost and difficulty are often underesti-
mated.

5.1.2 The Driving Force

The emerging trends and innovations in business analytics embody approaches
to these business challenges. Indeed, it is a very healthy sign for the field that
regardless of the solution – process, technology, system integration, or user
interface, business problems remain the driving force.

“Verticalization”

In order to reduce discovery cycle time, facilitate the definition and achieve-
ment of business goals, and deploy analysis results to a wider audience, devel-
opers of analytics solutions started vertical zing, their software, or customizing
applications within specific industries. The first step toward verticalization is
to incorporate task – specific knowledge; examples include: knowledge about
how to analyze customer data to determine the effectiveness of a market-
ing campaign; knowledge of how to analyze click stream data generated by a
web site to reduce shopping cart abandonment and improve ad effectiveness;
knowledge about how an investment bank consolidates its general ledger and
produces various types of forecasts; and how an insurance company analyzes
data in order to provide an optimally priced policy to an exiting customer.
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In the process of incorporating industry-specific knowledge, companies are
also able to optimize the performance of their applications for specific indus-
tries. For example, a company that developed an analytic application for bud-
geting and forecasting targeted at the financial services industry determined
that its online analytical processing, or OLAP, engine’s execution speed could
be optimized by limiting to nine the number of dimensions it had to handle,
a number deemed sufficient for the particular application in that industry.

The use of industry – specific knowledge is not limited to the data mining
components of analytics applications but also effects how the extracted infor-
mation is accessed and presented. For example, organizations in the financial
services, retail, manufacturing, utilities, and telecommunications industries
increasingly want their field personnel to have access to business analytics
information through wireless devices. Analytics application vendors are now
developing technologies to automatically detect wireless devices and their form
factors, automatically tailoring analysis results to fit the capabilities of a par-
ticular device. For example, if the information is to be displayed on a phone
supporting the Wireless Access Protocol (implying small screen size), it may
be necessary to automatically summarize text, abbreviate words, and limit
the use of graphics by automatically selecting only the most relevant figures.

Comprehensible Models and Transformations

In light of the need to let the business users analyze the data and quickly
gain insight, and aiming for the goal of reducing reliance on data mining ex-
perts, comprehensible models are more but popular than the opaque models.
For example, in KDD-cup 2000 a data mining competition in which insight
was important, the use of decision trees, generally accepted as relatively easy
to understand, outnumbered the other methods more than two to one. Busi-
ness users do not want to deal with advanced statistical concepts; they want
straightforward visualizations and task relevant outputs.

Part of the Larger System

The needs of data analysis are being designed into systems, instead of being
an afterthought, typically addressing the following area:

Data Collection: We cannot analyze what we do not collect, so collection of
rich data is critical. For example, e-commerce systems can collect attributes
ranging from the users local time, screen resolution (useful for determining
the quality of images to send), and network bandwidth.

Generation (and Storage) of Unique Identifiers: In order to help merge in-
formation from several records and remove duplicate records, systems must
generate unique keys to join data and store them. For example, all click stream
records in the same session should store the session IDs so they can be joined
later to session records stored in other tables.
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Integration with Multiple Data Sources: Analysis is more effective when data
is available from multiple sources. For example, in customer analytics, data
should be merged from multiple touch points, including the web, call centers,
physical store, wireless access, and ad campaigns (both direct and online).
Behavioral data can be more powerful when overlaid with demographic and
socioeconomic data from other sources.

Hardware Sizing: Analysis requires hardware capable of dealing with large
amounts of data. Some organizations have traditionally underestimated the
need for sophisticated IT infrastructure and the hardware needed to make
timely analysis feasible.

In New Areas

During the past few years, recognition of the strategic value of business ana-
lytics has led to significant development in business application that analyzes
the customer data. They have been used to reduce customer attrition, im-
prove customer profitability, increase the value of e-commerce purchases, and
increase the response of direct mail and email marketing campaigns.

This success has paved the way for the new applications; three are partic-
ularly promising; supply chain visibility, price optimization, and work force
analysis. Organizations have automated portions of their supply chains; en-
abling collection of significant data about inventory, supply performance and
logistics of materials, and finished goods. Newer applications analyze this data
to provide insights about the performance of the suppliers and partners, ma-
terial expenditures, accuracy of sales forecasts for controlling materials inven-
tory, accuracy of production plans, and accuracy of plans for order delivery.

The wide adoption of customer relationship management or CRM, and
supply chain management software has allowed enterprises to fully interface
and integrate their demand and supply chains. Based on this integration they
are better able to capture up to the minute data about demand for a particular
product as well as data of similar granularity about the supply of correspond-
ing data. Analyzing these two data streams, organizations optimize the price
of a particular product along several dimensions so demand meets available
supply; for example, the price of a product may be different through one
channel (such as the web) than through another (such as retail store). Price
optimization allows any type of organization to maximize the profit margins
for each item sold while reducing inventory.

Once organizations are able to analyze data about their customers and
their suppliers, they begin analyzing data about their employees too. A new
generation of analytic applications allows enterprises to identify work force
trends (such as attrition rates) and perform HR management tasks (such as
compensation and benefits analyses). Companies whose cost or revenue model
is dependent on hourly models (such as contact centers and systems integra-
tors) use it to optimize staffing levels and skill requirements while minimizing
the number of employees who are not able to bill.
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Integration with action and measurement. With increased understanding of
and experience in analytics, business users become more demanding and dis-
cerning, particularly when it comes to action based on insight and return on
investment (ROI). Increasingly, analytics users ask two key questions: How
do we turn discovered information into action? And how can we determine
the effect of each action on the organization’s business performance? Tales of
data mining applications used to end with some novel analytical result; today,
however, it is increasingly necessary that solutions use analytic results as a
starting point toward the critical next steps of action and measurement. It is
no longer enough for, say, cluster discovery algorithms to uncover interesting
groups of customers. The successful analytic solution must make it easier for
the user to grasp the significance of these clusters in the context of a business
action plan; for example, these people have a propensity for purchasing new
fashions. Achieving these results requires nontrivial transformations from the
base statistical model. Traditionally, achieving these results necessitated the
participation of expert human analysts.

Integration analytics with existing systems is a key to both action and
measurement. For example, if the analytic application identifies customers
likely to respond to promotion, but it takes a cadre of IT specialists to in-
corporate the relevant data into the advertising system to run the promotion,
the results are unlikely to be used, as IT specialists are likely to be in short
supply. Similarly, if promotion-targeting solutions enable distribution of cata-
logs with optimized promotions, but the order submission system is not closely
tied back into the customer analytics, the resulting lag in ROI reports inhibits
timely adjustment in the next catalog mailing. Efforts to integrate operations
and analytic systems have seen major initiatives over the past five years in-
cluding entire product lines whose value proposition is the optimization of the
collect–analyze–act–measurement cycle.

Broadening the effects of analytics in the business process, solutions go be-
yond customer-centric applications to support sales, marketing, supply chain
visibility, price optimization, and work force analysis. Finally, in order to
achieve the greatest possible business value, analytic solutions have to pro-
duce results that are actionable, along with ways to measure the effects of key
changes.

5.2 Business Applications of Data Mining

The traditional approach to data analysis for decision support has been to
couple domain expertise with statistical modeling techniques to develop hand-
crafted solutions for specific problems. More recently, several trends have
emerged to challenge this approach. One is the increasing availability of large
volumes of high-dimensional data occupying database tables with millions
of rows and thousands of columns. Another is the competitive demand for
the rapid construction and deployment of data-driven analytics. Third is the
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need to give end users analysis results in a form they readily understand
and assimilate, helping them gain the insights they need to make critical
business decisions. Moreover, knowledge discovery in databases (KDD) tech-
niques emphasizing scalable, reliable, fully automated, explanatory structures
have shown that in data analysis, such structures supplement, and sometimes
supplant, existing human-expert-intensive analytic techniques for improving
decision quality.

Measurable Benefits

KDD applications deliver measurable benefits, including reduced cost of doing
business, improved profitability, and enhanced quality of service. Industries,
in which such benefits have been demonstrated, include insurance, direct-mail
marketing, telecommunications, retail, and health care.

Risk management and targeted marketing. Insurance and direct mail are two
industries that rely on data analysis to make profitable business decisions. For
example, insurers must be able to accurately assess the risks posed by their
policyholders to set insurance premiums at competitive levels. For example,
overcharging low-risk policyholders would motivate them to seek premiums
elsewhere; undercharging high-risk policyholders would attract more of them
due to lower premiums. In either case, costs would increase and profits in-
evitably decrease. Effective data analysis leading to the creation of accurate
predictive models is essential for addressing these issues.

In direct-mail targeted marketing, retailers must be able to identify subsets
of the population likely to respond to promotions in order to offset mailing
and printing costs. Profits are maximized by mailing only to those potential
customers most likely to generate net income to a retailer in excess of the
retailer’s mailing and printing costs.

Businesses relying on data-driven analysis for decision making typically
construct data warehouses to capture as much information as possible about
their customers. Examples of such information include details of past customer
transactions, as well as additional information obtained from third-party data
providers, including credit scores and demographics, for targeted marketing
purposes and motor vehicle records for insurance purposes.

To aid decision-making, analysts construct predictive models using ware-
house data to predict the outcomes of variety of decision alternatives. For
example, in order to set policy premiums, insurers need to predict the cost of
claims filed by policyholders annually, what is known about each policyholder.
In order to select customers for a targeted marketing campaign, retailers need
to predict revenues or gross profits that would be generated the customers
receiving the mailings.

A popular approach to predictive modeling used by many data analysts
and applied statisticians involve partitioning the data records for a popula-
tion of customers (or other entities) into segments, then developing separate
predictive models for each segment. Typically, data is partitioned through
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a combination of domain knowledge, simple heuristics, and clustering algo-
rithms. Predictive models are constructed once segments are identified. The
drawback is that this sequential approach ignores the strong influence segmen-
tation exerts on the predictive accuracies of the models within each segment.
Good segmentations tend to be obtained only through trial and error by
varying the segmentation criteria.

A better approach is to simultaneously perform segmentation and pre-
dictive modeling within each segment, optimizing the segmentation so as to
maximize the overall predictive accuracy of the resulting model. This approach
is built into the IBM Probabilistic Estimation (ProbE) data mining server,
making it possible to automatically construct high-quality segmentation-based
predictive models from very large high-dimensional data sets. A top down tree-
based algorithm is used to construct the segmentations. A collection of other
algorithms is incorporated for constructing segment models, including step-
wise linear regression and stepwise native Bays algorithms for general-purpose
modeling and a joint Poisson/log-normal algorithm for insurance risk model-
ing. A key feature of the ProbE server is it is readily extended to incorporate
different types of predictive modeling algorithms for the segments, as well as
different types of segmentation algorithms.

Two different client applications have been developed by IBM’s Data
Abstraction Research Group that utilizes the ProbE data-mining server. One
is called IBM Advanced Targeted Marketing for Single Events (ATM-SE),
built jointly with the Business Intelligence group at Fingerhut, Inc., a large
US catalog and Internet retailer based in Minnetonka, MN, for constructing
customer-profitability and response likelihood models for targeted marketing
in the retail industry. The other is the IBM Underwriting Profitability Analy-
sis (UPA) application, co-developed with Farmers Insurance Group, a large
automobile and home insurance company based in Los Angles, for discovering
homogeneous insurance risk groups.

Fingerhut’s 2000 evaluation of the ATM-SE application for direct-mail re-
sponse modeling demonstrated the application produced segmentation-based
response models that either equaled or slightly outperformed Fingerhut’s own
proprietary models. This evaluation was significant because numerous vendors
and consultants had previously failed to beat Fingerhut’s in-house modeling
capability. If these results ultimately hold across all of Fingerhut’s models, the
ATM-SE models would yield an estimated increase in annual profits directly
to Fingerhut of more than $1 million. Moreover, the ProbE server achieved its
result in a fully automated mode of operation, with no manual intervention.

The UPA application configures the ProbE server so as to use a point
Poisson/log-normal statistical model within each segment to simultaneously
model both frequency with which insurance claims are filed by policyholders
and the amounts, or severities, of these claims for each segment. Using this
class of segment model, the identified segments correspond to distinct risk
groups whose loss characteristics, such as claim frequency and severity, are
estimated in accordance with standard actuarial practices.
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The Farmers Group’s 1997 evaluation of the application’s ability to analyze
insurance policy and claims data for all policyholders in one state involved
mining runs for 18 unique combinations of customers with specific insurance
products and coverage, including explanatory variables. Each run generated
about 40 rules, from which 43 combinations were identified as “nuggets,” or
previously unknown rules with significant potential value. Six nuggets were
selected for a detailed benefits assessment which indicated that implementing
just these six is a single state could potentially yield a net profit gained several
million dollars in the first year alone.

Although insurers know that drivers of high-performance sports cars are
more likely to have accidents than drivers of other types of cars, the UPA fours
that if a sports car was not the only vehicle in the household, the accident
rate is not much greater than that of a regular car. One estimate determined
that “just letting Corvettes and Porsches into [the insurer’s] ‘preferred pre-
mium’ plan could bring in an additional $4.5 million in premium revenue over
the next two years without a significant rise in claims. Another publicly dis-
closed nugget related to experienced drivers, who tend to have relatively low
case frequencies. However, the UPA also turned up the particular segment of
experienced drivers who are unusually accident prone.

ProbE’s segmentation-based predictive modeling capability permits con-
struction of mining applications optimized for specific problems. Indications
are that the ProbE server can consistently produce high quality on a fully
automated basis without requiring costly manual adjustments of the models
of the mining parameters by data mining experts. These characteristics will
make data mining increasingly attractive to mid-size business as well as to be
much lager counterparts.

Customer profiles and feature construction. An important ingredient for ob-
taining highly predictive models is to use highly predictive features, or at-
tributes and variables, as model input. Although a database might contain
sufficient information to construct highly predictive models, it is not always
stored in a form that permits the data to be uses directly as input to a model.
In such cases, the data must be transformed to obtain accurate models.

Transaction data is notorious for requiring transformation before it can
be used for data mining applications. Such data consists of records of pairs of
individuals and events. An example is a set of overall items purchased by a
customer and grouped into a “market basket.” Another is a set of Web pages
requested from a Web site by a particular suffers and grouped by session. The
ability of companies’ worldwide to collect vast amounts of such transaction
data has far outpaced their ability to analyze it. Transaction data is especially
challenging from data mining respective due to several factors:

Massive numbers of records. Large retail chains generate millions of transac-
tion per day.
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Sparseness. A typical basket contains only a small fraction of the total pos-
sible number of items; individual customers may have few baskets, perhaps
only one.
Homogeneity. Purchasing behavior varies consider holy depending on individ-
ual tastes and means, along with individual purchasing patterns over time.

These factors combine to make transaction data highly nontrivial when
using traditional data analysis techniques. The related challenges, along with
the transaction data itself, motivated much of the early work in data mining,
including development of association-rule algorithms for efficiently searching
for correlations among items in retail transaction data. While the association-
rule approach can be useful for exploratory analysis of transaction data, such
as discovering combinations of products purchased together, it is less well
suited for predicting individual customer behavior.

A recently developed framework called predictive profiting handles trans-
action detain predictive modeling. A predictive profile is a model that predicts
future purchasing behavior of an individual customer, given historical trans-
action data for both the individual and for the larger population of all of a
particular company’s customers. The predictive profiling approach is based on
a flexible probabilistic model that works in the following way: Let y be a ran-
domly chosen market, where y is a d-dimensional vector describing how many
of each of the d items were purchased in the basket. The high-dimensional
joint distribution on baskets p(y), is approximated by a linear combination of
K simpler models. Each of the K simpler models in effect captures” prototype
combinations” of products in baskets.

In the first phase of modeling, the K prototype combinations are learned
from the data through a well-known expectation-maximization procedure for
statistical estimation. In the second phase, each customer is “mapped” onto
the product space represented by the K prototypes, where the mapping is
based on individual past purchasing patterns. The mapping effectively trans-
forms the transaction data for each customer into a set of feature values that
are then used to make prediction about future purchasing behavior. The trans-
formation is not defined prior to data mining but is inferred by the mining
algorithm.

This model is not designed to capture all aspects of individual customer
behavior but to extract useful first-order characteristics in terms of how cus-
tomers shop. Figure 5.1 outlines how the prototypes are used to support ex-
ploratory visualizations of the data, providing an interpretable description
of the heterogeneity of customer behavior as reflected by different basket
prototypes. The predictive profiling method was tested by the university of
California, Irvine, research team on two large real-world transaction data sets
collected over several years.

The data sets involved several million baskets and about 500,000 cus-
tomers. Models were trained using historical data from the early years of each
data set, then tested on data from later years, typically using from K = 20
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Fig. 5.1. A set of K = 20 prototypes represented here in a 2D space by using
multidimensional scaling. The prototype baskets were learned from a set of about
six million baskets from a chain of drugstores in Japan. The numbers in each circle
refers to different prototypes; the area of each circle represents how likely a ran-
domly chosen basket belongs to that prototype. The names of three items with the
greatest lift (defined as p{item\prototype})/p(item)) are also displayed for some of
the prototypes. Prototypes close together are also statistically close in the data.

to K = 100 prototypes. The models demonstrated systematic improvement
in out of sample predictive performance compared to more standard alterna-
tives. Empirically, the time taken to fit the models was found to scale linearly
with both number of baskets and number of fitted prototypes K. The wall
clock time to learn all the prototypes and customers profiles took only a few
hours on a standard PC.

Such methods for handling transaction data are likely to prove useful across
a variety of business applications, including customer segmentation, personal-
ization, forecasting, and change detection, especially in e-commerce environ-
ments, where real time modeling of an individual customer and personalized
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feedback is valuable. Scalable, robust, and accurate solutions to these prob-
lems promise significant economic payoff in the business world.
Medical applications (diabetic screening). Preprocessing and postprocessing
steps are often the most critical elements determining the effectiveness of real
life data mining applications, as illustrated by the following recent medical
application in diabetic patient screening. In 1990s in Singapore, about 10%
of the population were diabetic, a disease with many side effects, including
increased rescue of eye disease, kidney failure, other complications. However,
early detection and proper care management can make a difference in health
and longevity of individual sufferers. For example, to combat the disease, the
Government of Singapore introduced a regular screening program for diabetic
patients in its public hospitals in 1992. Patient information, clinical symptoms,
eye disease diagnosis, treatment, and other details were captured in a database
maintained by Government medical authorities. Today, after almost 10 years
of collecting data, a wealth of medical information is available. This vast store
of historical data leads naturally to the application of data mining techniques
to discover interesting patterns. The objective is to find rules physicians can
use to understand more about diabetic and how it might be associated with
different segments of the population.

However, the data miners encountered two major problems. First, the data
captured by health clinics turned out to be very noisy; for example, patient’s
records in the database contained typographical errors, missing values, and
incorrect information, including street names and date of birth. Worse, many
records contained duplicate data. Cleaning data takes a great deal of effort
and time. In addition, many of these records were not in a form suitable
for data mining; they had to be transformed to more meaningful attributes
before mining could proceed. The second problem was that some state of
the art association rule algorithms generate too many rules from the data,
no matter how clean it is. Because physicians are busy seeing patients, they
cannot take the time to shift through large numbers of rules. It was therefore
important to present the discovered rules in some easy to understand form.

To overcome the problem noisy data, a data mining team at National
University of Singapore developed a semiautomatic data cleaning system to
reconcile database format differences by allowing physicians to specify the
mapping between attributes in different format styles and/or different en-
coding schemes. Reconciling the format differences addressed the problem of
identifying and removing duplicate records.

To resolve the problem of too many rules generated by the mining
algorithms, the same team developed a user-oriented approach providing step-
by-step exploration of both the data and the discovered patterns. Data visu-
alization is used as an integral part of the process to give users a general
view of findings. During rule mining, the mining algorithm employs a prun-
ing method to remove insignificant rules. The final rules were also organized
into general rules and exceptions to facilitate browsing and analysis. This rule
mining approach to organizing mining results is useful to Singapore’s medical
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authorities because it allows them to view the general patterns that are dis-
covered as well as the detailed patterns. Because it is also a common strategy
people employ in everyday learning, the mining results are easy to interpret.

The physicians confirmed that many of the rules and causal relationships
the data mining algorithms discovered conformed to the trends they observed
in their practices. However, they were surprised by many of the exceptions
they did not know before. As a result of data mining they gained a much
better understanding of how diabetes progresses over time and how various
treatments affect its progress.

Data mining applications have proved highly effective in addressing many
important business problems. We expect to see the continued construction
and deployment of KDD applications for crucial business decision support
systems. Exemplary applications employing data mining analytical techniques
will require the KDD technical community to keep improving the underlying
techniques for model building and model understanding. The emphasis in
model building will be on developing mining techniques that are automated,
scalable, and reliable. For domain understanding, the challenge is to keep
developing sophisticated techniques that assist users in analyzing discovered
knowledge easily and quickly.

5.3 Emerging Scientific Applications in Data Mining

Recent progress in scientific and engineering applications has accumulated
huge volumes of high dimensional data, stream data, unstructured and semi-
structured data, and spatial and temporal data. Highly scalable and sophisti-
cated data mining tools for such applications represent one of the most active
research frontiers in data mining. Here we outline the related challenges in
several emerging domains.

5.3.1 Biomedical Engineering

Biology is in the midst of a revolution, with an unprecedented flood of data
forcing biologists to rethink their approach to scientific discovery. First, large-
scale data-collection techniques have emerged for a number of data sources
limited by throughput, of the amount of available data. Examples of the data
glut include: systematic genome DNA sequencing of organisms; high through-
put determination of small molecule structures, as well as large macromolec-
ular structures (such as proteins, RNA, and DNA); large scale measurements
of molecular interactions; and simultaneous measurement expression level of
all genes (thousands to tens of thousands) in a population of cells. Second, the
availability of this data requires the biologists to create system for organizing,
storing, and disseminating it, thus creating a need for standard terminologies
and development of standards of interchange and annotations. Third, because
of the apparent opportunities for automated learning from the data sets, a
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market for robust machine learning and data mining algorithms has emerged
to take advantage of previous knowledge without being overly biased in the
search for new knowledge. As a result, biology has changed from a field dom-
inated by an attitude of “formulate hypothesis, conduct experiment, evaluate
results” to more of a big science attitude of “collect and store data, mine for
new hypothesis, confirm with data or supplemental experiment.” the long-
term significance of new data of molecular biology is that it can be combined
with clinical medical data to achieve a higher resolution understanding of the
causes for and treatment of disease. A major challenge for data mining in
biomedicine is therefore the organization of the molecular data, cellular data,
and clinical data in ways allowing them to integrate for the sake of knowledge
extraction.

A major additional source of information is the published medical litera-
ture, increasingly available online in full text form or as useful (but unstruc-
tured) summaries of the main data and biomedical hypothesis.

5.3.2 Telecommunications

Data mining flourishes in telecommunications due to the availability of vast
quantities of high quality data. A significant stream of it consists of call records
collected at network switches used primarily for billing; it enables data mining
applications in toll-fraud detection and consumer marketing.

Perhaps the best-known marketing application of data mining, albeit
via unconfirmed anecdote, concerns MCI’s “Friends & Family” promotion
launched in the domestic US market in 1991. As the anecdote goes, market
researchers observed relatively small subgraphs in this long-distance phone
company’s large call-graph of network activity, revealing the promising strat-
egy of adding entire calling circles to the company’s subscriber base, rather
than the traditional and costly approach of seeking individual customers one
at a rime. Indeed, MCI increased its domestic US market share in the succeed-
ing years by exploiting the “viral” capabilities of calling circles; one infected
member causes others to become infected. Interestingly, the plan was aban-
doned some years later (not available since 1997), possibly because the virus
had run its course but more likely due to other competitive forces.

In toll-fraud detection, data mining has been instrumental in completely
changing the landscape for how anomalous behaviors are detected. Nearly all
fraud detection systems in the telecommunications industry 10 years ago were
based on global threshold models; they can be expressed as rule sets of the
form “If a customer makes more than X calls per hour to country Y ; then
apply treatment Z.” The placeholders X,Y, and Z are parameters of these
rule sets applied to all customers.

Given the range of telecommunication customers, blanket application of
these rules produces many false positives. Data mining methods for cus-
tomized monitoring of land and mobile phone lines were subsequently de-
veloped by leading service providers, including AT&T, MCI, and Verizon,
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whereby each customer’s historic calling patterns are used as a baseline against
which all new calls are compared. So, for customers routinely calling country
Y more than X times a day, such alerts would be suppressed, but if they
ventured to call a different country Y ′, an alert might be generated.

Methods of this type were presumably in place for the credit card industry
a few years before emerging in telecom. But the size of the transaction streams
is far greater in telecom, necessitating new approaches to the problem.

It is expected that algorithms based on call-graph analysis and customized
monitoring will become more prevalent in both toll-fraud detection and mar-
keting of telecommunications services. The emphasis on so-called “relational
data” is an emerging area for data mining research, and telecom provides
relational data of unprecedented size and scope.

These applications are enabled by data from the billing stream. As the
industry transforms itself from a circuit-switched to a packet-switched para-
digm, the data mining community could well experience a dearth of data, since
billing is likely to be increasingly insensitive to usage. Moreover, the number
of records that could potentially be recorded in a packet-switched network
(such as packet headers) is orders of magnitude greater than today’s circuit-
switched networks are. Thus, unless a compelling business need is identified,
the cost of collecting, transmitting, parsing, and storing this data will be too
great for the industry to willingly accept. A dearth of data could well spell
the end to future significant data mining innovations in telecommunications.

However, this view might yet be altered by the following scenarios:

New network architectures. New-generation network infrastructure will have
to adapt to changes in demand yet be more reliable and secure; for example,
capacity in mobile networks will have to be assigned dynamically, necessitating
development of new data mining techniques for understanding and predicting
network load. Similarly, network-intrusion detection will continue to be im-
portant to data mining, helping ensure that artificially induced traffic cannot
cripple a network.

Mobility and microbilling. In Europe and Japan, merchants use mobile hand-
sets for selling (and billing) a variety of consumer goods, including vending
machine purchases and parking tees. Since these consumer activities corre-
spond to “billable events,” data will certainly be collected and maintained for
such services.

Mobile services. Ease of use is crucial for enticing customers to adopt new
mobile services. Data mining will probably play a major role in the design of
adaptive solutions enabling users to obtain useful information with relatively
few keystrokes.

Homeland security. Federal regulations require US telecommunications com-
panies to maintain call records for two years. With the recent emphasis on
homeland security, along with the role telecom data can play identifying and
tracking terrorist cells and activities, data will continue to be collected and
maintained, even though the records may not be used for billing.
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5.3.3 Geospatial Data

The scope, coverage and volume of digital geographic data seers have grown
rapidly in recent years due to the progress in data collection and data process-
ing technologies. These data sets include digital data of all sorts, created,
processed, and disseminated by government- and private-sector agencies on
land use and socioeconomic infrastructure; vast amounts of georeferenced dig-
ital imagery and video data acquired through high-resolution remote sensing
systems and other monitoring devices; geographic and spatiotemporal data
collected by global positioning systems, as well as other position-aware de-
vices, including cellular phones, in-vehicle navigation systems, and wireless
Internet clients; and digital geographic data repositories on the Web. More-
over, information infrastructure initiatives, including the US National Spatial
Data Infrastructure, facilitate data sharing and interoperability, making enor-
mous amounts of space-related data sharable and analyzable worldwide.

The increasing volume and diversity of digital geographic data easily over-
whelm traditional spatial analysis techniques that handle only limited and
homogeneous data sets with high-computational burden. To discover new and
unexpected patterns, trends, and relationships embedded within large and
diverse geographic data sets, several recent studies of geospatial data min-
ing have developed a number of sophisticated and scalable spatial clustering
algorithms, outlier analysis techniques, spatial classification and association
analysis methods, and spatial data-cleaning and integration tools.

Nevertheless, considering the challenges posed by the already enormous
and increasing amount of spatial data, geospatial data mining is in its infancy.
Lots of research needs to be done, especially concerning the following pressing
issues.
Developing and supporting geographic data warehouses. Although data ware-
houses are central to the knowledge discovery process, no true geospatial data
warehouse exists today. Creating one requires solutions to problems in ge-
ographic and temporal data compatibility, including reconciling semantics,
referencing systems, geometry, accuracy, and precision. Creating a warehouse
might also need to solve the problems of efficient computation of sophisticated
spatial aggregations, as well as how to handle spatial-related data streams.
However, spatial data warehouses are likely to eventually play an essential
role in geospatial information exchanges and data mining, so it is critical that
we develop and support such an infrastructure today.
Exploring and mining richer geographic data types. Geographic data sets are
moving beyond the well-structured vector and raster formats to include semi-
structured and unstructured data, especially georeferenced stream data and
multimedia data. Techniques have to be developed to handle spatiotemporal
data, robust geographic concept hierarchies and granularities, and sophisti-
cated geographic relationships, including non-Euclidean distances, direction,
connectivity, attributed geographic space (such as terrain), and constrained
interaction structures (such as networks).
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Reaching a broader user community. Geospatial data mining needs to go be-
yond researchers to also deliver its benefits to general users. This requires
high-level user interfaces and visualization tools that aid diverse users in
geospatial data mining. Moreover, these interfaces and tools have to be inte-
grated with existing geographical information systems and database systems
to guide users searching for geographic knowledge, interpreting and visualiz-
ing discovered knowledge, and using the discovered geographic knowledge in
their decision-making.

5.3.4 Climate Data and the Earth’s Ecosystems

The large amount of climate data acquired through NASA’s Earth observation
satellites, terrestrial observations, and ecosystem models offers an unprece-
dented opportunity for predicting and preventing future ecological problems
by managing the ecology and health of the planet. Such data consists of a
sequence of global snapshots of the Earth, typically available at monthly in-
tervals, including various atmospheric, land, and ocean variables (such as sea
surface temperature, precipitation, and net primary production, or the net
photosynthetic accumulation of carbon by plants). Due to the nature and
scale of this data, data mining techniques can play a major role in the au-
tomatic extraction and analysis of interesting patterns, thus complementing,
existing statistical techniques.

Earth science data mining consists of two main components: the modeling
of ecological data and the design of efficient algorithms for finding spatiotem-
poral patterns. An important goal is the discovery of teleconnection patterns,
or recurring and persistent climate patterns spanning vast geographical re-
gions. They manifest themselves as spatiotemporal relationships among eco-
logical variables observed at various locations on the Earth and are critical
for understanding how the ecosystem’s various elements interact with one
another. Clustering techniques, which divide data into meaningful or useful
groups, help automate the discovery of teleconnections. Specifically, clustering
identifies regions of the Earth whose constituent points have similar short- and
long-term climate characteristics. By analyzing correlations among climate
variables across these regions, it is possible to rediscover existing patterns
(such as the El Nino periodic ocean–atmosphere disruption in the tropical
Pacific Ocean), as well as new, previously unrecognized teleconnections. An
alternative approach is to convert the time series into sequences of events, then
apply existing association-rule techniques to discover interesting patterns in
the sequences.

The difficulty of mining Earth science data is illustrated by the following
examples of issues arising during the various stages of data mining analysis:

Preprocessing. It is often beneficial to aggregate data into a smaller num-
ber of points, easing computational requirements and (typically) reducing the
amount of noise. However, it can be difficult for researchers to choose the
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proper level of aggregation, since too much limits the patterns that can be
directed, while too little results in noisy data in which only the strongest pat-
terns can be discovered. Event definition is another necessary but ill-defined
task. In the spatial domain, the problem is too many events, and in the tem-
poral domain, events are rare; for example, El Nino events occur only every
four to seven years. Yet another concern is integrating data from heteroge-
neous sources (such as data covering different time periods). Earlier data may
come from manual, earth-based observations, while later data may originate
from satellites.

Similarity of time series. The “proper” measure of similarity between time
series is fraught with challenges. Linear correlation works well with standard
clustering algorithms and lends itself to statistical tests. Nevertheless, alter-
nate measures of time series similarity would be beneficial if they allowed
the detection of patterns that could not be detected via linear correlation,
and might, for example, be based on either dynamic time warping or cepstral
coefficients representing the frequency spectrum of a time series. An “ideal”
measure of similarity would account for time lag and the fact that only ex-
treme events are usually correlated.

Identifying interesting patterns. Once patterns are discovered, it is difficult
to distinguish the spurious ones from the significant ones. For example, given
40,000 time series recording the sea surface temperature at various points on
the ocean’s surface and 60,000 time series representing precipitation on land,
some of these series might, just by chance, have strong correlations. While a
number of statistical approaches estimate significance levels, it is not possible
to apply such approaches directly due to spatial and temporal autocorrelation.
When genuine patterns are identified, domain-specific knowledge is inevitably
still needed to identify patterns of interest to Earth scientists.

5.4 Summary

Recent innovations and trends in business analytics – spanning organizations
and technical processes, new technologies, user interface design, and system
integration – are all driven by business value. Business value is measured in
terms of progress toward bridging the gap between the needs of the business
user and the accessibility and usability of analytic tools. In order to make
analytics more relevant and tangible for business users, solutions increasingly
focus on specific vertical applications tailoring results and interfaces for these
users, yielding human-level insight. For ease of use, simpler and more effective
deployment, and optimal value, analytics are also increasingly embedded in
larger systems. Consequently, data collection, storage, processing, and other
issues specific to analytics are incorporated into overall system design. Thus
the emerging applications involve great data management challenges.



5.5 Review Questions 183

These emerging applications involve great data-management challenges
that also represent new opportunities for data mining research, Methods for
mining biomedical, telecommunication, geospatial, and climate data are un-
der active development. However, in light of the tremendous amount of fast-
growing and sophisticated types of data and comprehensive data analysis
tasks, data mining technology may be only in its infancy, as the technology is
still far from adequate for handling the large-scale and complex emerging ap-
plication problems. Research is needed to develop highly automated, scalable,
integrated, reliable data mining systems, and tools, Moreover, it is important
to promote information exchange among users, data analysts, system devel-
opers, and data mining researchers to facilitate the advances available from
data mining research, application development, and technology transfer.

5.5 Review Questions

1. Define cycle time
2. Explain in detail on the driving forces used in the business strategies
3. Justify – KDD applications deliver measurable benefits
4. State in detail on the scientific applications in data mining
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Data Mining Trends and Knowledge Discovery

Objectives:

• The rapidly emerging field of knowledge discovery in databases (KDD) has
grown significantly in the past few years.

• Modern database technology enables economical storage of these large
streams of data.

• We do not yet have the technology to help us analyze, understand, or even
visualize this stored data.

• These challenges are central to KDD and need urgent attention.
• KDD is an interdisciplinary field that brings together researchers and

parishioners from a wide variety of fields.
• The major related fields include statistics, machine learning, artificial intel-

ligence, and reasoning with uncertainty, databases, knowledge acquisition,
pattern recognition, information retrieval, visualization, intelligent agents
for distributed and multimedia environments, digital libraries, and man-
agement information systems.

Abstract. The rapidly emerging field of knowledge discovery in databases (KDD)
has grown significantly in the past few years. A mix of daunting practical needs
and strong research interest drives this growth. The technology for computing and
storage has enabled people to collect and store information from a wide range of
sources at rates that were considered unimaginable only a few years ago. Although
modern database technology enables economical storage of these large streams of
data, we do not yet have the technology to help us analyze, understand, or even
visualize this stored data.

Examples of this phenomenon around in a wide spectrum of fields, finance,
banking, retail sales, manufacturing, monitoring and diagnosis (be it of humans or
machines), health care, marketing, and science data acquisition, among others. In
science, modern instruments can easily measure and collect terabytes (1012 bytes) of
data. For example, NASA’s Earth Observing System is expected to return data at
rates of several gigabytes per hour by the end of this century. Quite appropriately, the
problem of how to put the torrent of data to use in analysis is often called “drinking
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from the fire hose.” What we mean by analysis is not well defined because it is
highly context and goal dependent. However, it typically transcends by far anything
achievable via simple queries, simple string matching, or mechanisms for displaying
the data. The data mining trends and knowledge discovery are the subjects of this
section.

Prolific sources of data are not restricted to esoteric endeavors involving space-
craft or sophisticated scientific instruments. Imagine a database receiving trans-
actions from common daily activities such as supermarket or department store
checkout-register sales, or credit card charges. On the other hand, think of the
information reaching one’s home television set as a stream of signals that, to be
properly managed, need to be cataloged and indexed, and perhaps searched for in-
teresting content at a higher level-channels, programs, genre, or mood, for example.
The explosion in the number of resources available on the global computer network
– the World Wide Web – is another challenge for indexing and searching through a
continually changing and growing “database.”

6.1 Getting a Handle on the Problem

Why are today’s database and automated match and retrieval technologies
not adequate for addressing the analysis needs? The answer lies in the fact
that the patterns to be searched for and the models to be extracted are typ-
ically subtle and require significant specific domain knowledge. For example,
consider a credit card company wishing to analyze its recent transactions to
detect fraudulent use or to use the individual history of customers to decide
online whether an incoming new charge is likely to be from an unauthorized
user. This is clearly not an easy classification problem to solve.

One can imagine constructing a set of selection filters that trigger a set of
queries to check if a particular customer has made similar purchases in the
past, or if the amount or the purchase location is unusual, for example. How-
ever, such a mechanism must account for changing tastes, shifting trends, and
perhaps travel or change of residence. Such a problem is inherently probabilis-
tic and would require reasoning with uncertainty scheme to properly handle
the trade-off between disallowing a charge and risking a false alarm, which
might result in the loss of a sale (or even a customer).

In the past, we could rely on human analyst to perform the necessary
analysis. Essentially, this meant transforming the problem into one of the
simply retrieving data, displaying it to an analyst, and relaying an expert
knowledge to reach a decision. However, with large databases, a simple query
can easily return hundreds or thousands (or even more) matches. Presenting
the data, letting the analyst digests it, and enabling a quick decision becomes
infeasible. Data visualization techniques can significantly assist this process,
but ultimately the reliance on the human in the loop becomes a major bottle-
neck. (Visualization works only for small sets and a small number of variables.
Hence, the problem becomes one of finding the appropriate transformations
and reductions – typically just as difficult as the original problem.)
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Finally, there are situations where one would like to search for patterns
that humans are not well suited to find. Typically, this involves statistical mod-
eling followed by “outlier” detection, pattern recognition over large data sets,
classification, or clustering. (Outliers are data points that do not fit within
a hypothesis’s probabilistic mode and hence are likely the result of interfer-
ence from another process.) Most database management systems (DBMSs)
do not allow the type of access and data manipulation that these tasks re-
quire; there are also serious computational and theoretical problems attached
to performing data modeling in high dimensional spaces with large amount of
data.

These challenges are central to KDD and need urgent attention. With-
out heavily emphasizing KDD development and research, we run the risk of
forfeiting the value of most of the data that we collect and store. We would
eventually drown in an ocean of massive (but valuable) data sets that are
rendered useless because we cannot distil the essence from the bulk. To draw
the data mining analogy: the precious nuggets of knowledge need to be ex-
tracted and the massive raw material needs to be managed appropriately (and
preferably recycled effectively). Before proceeding further, let us define what
we mean by KDD and data mining.

6.2 KDD and Data Mining: Background

We use the term KDD to denote the overall process of extracting high-level
knowledge from low-level data. Others might use the term’s data mining and
KDD interchangeably. The multitude of names used for KDD includes data
or information harvesting, data archeology, functional dependency analysis,
knowledge extraction, and data pattern analysis. Historically, in statistics es-
pecially, the term data mining or fishing refers to sloppy exploratory data
analysis with no a priori hypotheses to verify.

A simple definition. A simple high-level definition of KDD is as follows:
Knowledge discovery in databases in the nontrivial process of identify-

ing valid, novel, potentially useful, and ultimately understandable patterns
in data. Given the scope of this short section, we will not go into the de-
finitions of each term in this high-level statement. Note, however, that the
term knowledge is (and has a long history of being) difficult to define in the
abstract. We adopt the view that knowledge is in the eye of the beholder, so
one person’s knowledge could easily be another’s junk. We define knowledge in
domain-dependent terms relating strongly to measures of utility, validity, nov-
elty, and understandability. The term patterns in this definition loosely denote
either models or patterns. In general, it designates some abstract represen-
tation of a subset of the data. A significant term in the definition is process,
which indicates that knowledge discovery often involves experimentation, iter-
ation, user interaction, and many design decision and customizations. Extract-
ing knowledge from data can easily turn into a complicated and sometimes
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arduous process. But the payoffs for success can be dramatic and rewarding,
sometimes enabling people and organizations to achieve tasks that would not
otherwise be possible.

We adopt the convention that data mining refers to the act of extracting
patterns or models from data (be it automated or human-assisted). However,
many steps precede the data-mining step: retrieving the data from a large
warehouse (or some other source); selecting the appropriate subset to work
with; deciding on the appropriate sampling strategy; cleaning the data and
dealing with missing fields; and applying the appropriate transformation, di-
mensionality reduction, and projections. The data-mining step then fits mod-
els to, or extracts patterns from, the preprocessed data. However, to decide
whether this extracted information does represent knowledge, one needs to
evaluate this information, perhaps visualize it, and finally consolidate it with
existing (and possibly contradictory) knowledge. Obviously, these steps are all
on the critical path from data to knowledge. Furthermore, any one-step can
result in change in the preceding or succeeding steps, often requiring starting
from scratch with new choices and settings. Hence, in the definition we adopt,
data mining is just a step in the overall KDD process.

Figure 6.1 outlines the KDD process; it is perhaps deceptive because it
gives the impression that the steps are well defined. In fact, the interactions
between the choices of techniques used in the various steps, the parameters
used for those techniques, and the choice of problem representation are ex-
tremely complex. Small changes in one part can dramatically affect the rest,
and consequently can make the difference between success and failure of a
KDD enterprise.

The KDD Process: Table 6.1 expands on the steps outlined in Fig. 2.1. A few
items in Table 2.1 warrant further comment. Step 4 is critical and can be quite
involved. Indeed, in many cases, some sophisticated searching and cataloging
problem must be solved before the actual subsequent analysis is performed.
This transformation could require solving a significant problem in its own

.An overview of the KDD process.2 (For simplicity, the illustration omils arrows indicuting the multilude of  potential loops and iterations.)
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Fig. 6.1. An overview of the KDD process. (For simplicity, the illustration omits
arrows indicating the multitude of potential loops and iterations.)
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Table 6.1. Steps involved in the KDD Process

Step Explanation

1. Developing an understand-
ing of the application domain,
the relevant prior knowledge,
and the goals of the end user

With today’s technology, this step requires a
fair bit of reliance on the user/analyst. Fac-
tors to consider include:

• What are the bottlenecks in the domain?
What is worth automating and what is best
left for processing by humans.
• What are the goals? What performance cri-
teria are important?
• Will the final product of the process be used
for classification, visualization, exploration,
summarization, or something else?
• Is understandability an issue? What is
the trade-off between simplicity and accuracy
of the extracted knowledge? Is a black box
model appropriate for the performance ele-
ment of the system?

2. Creating a target data set,
selecting a data set, or focus-
ing on a subset of variables
or data samples, on which dis-
covery is to be performed.

This involves considerations of homogeneity
of data, any dynamics and change over time,
sampling strategy (such as uniform random
versus stratified), sufficiency of sample, de-
grees of freedom, and so forth.

3. Data cleaning and pre-
processing.

Involved here are basic operations such as the
removal of noise or “outliers,” if appropriate;
collecting the necessary information to model
or accounting for noise; deciding on strate-
gies for handling missing data fields; account-
ing for time sequence information, known
changes, and appropriate normalization; and
so forth.

4. Data reduction and trans-
formation

This involves finding useful features to rep-
resent the data, depending on the goal of
the task’ using dimensionally reduction or
transformation methods to reduce the effec-
tive number of variables under consideration
or to find invariant representations for the
data; and projecting the data onto spaces in
which a solution is likely to be easier to find.

5. Choosing the data mining
task

This involves deciding whether the goal of
the KDD process is classification, regression,
clustering, summarization, dependency mod-
eling, or change and deviation detection.

6. Choosing data mining algo-
rithms

Here we select the methods to be used fro
searching for patterns in or fitting models to
the data. The choice of which models and pa-
rameters mat be appropriate is often critical.
In addition, the data mining method must
be compatible with the goals; the end user
may be more interested in understanding the
model than its predictive capabilities.
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7. Data mining This involves searching for patterns of in-
terest in a particular form or a set of such
representations: classification rules or trees,
regression, clustering, and so on. The user
can significantly aid the data mining method
by correctly performing the preceding steps.

8. Evaluating output of step 7. Here we decide what is to be deemed knowl-
edge, which can be fairly a difficult task.
Achieving acceptable results may involve us-
ing options (possibly in combination):
• Defining an automated scheme using mea-
sures of “interestingness” and others to filter
knowledge from other outputs. Such mea-
sures might be statistical measures, goodness
of fir, or simplicity, among others.
• Relying on visualization techniques to help
the analyst decide the utility of extracted
knowledge or reach conclusions about the un-
derlying data/phenomena.
• Relying entirely on the user to sift through
derived patterns in hope of coming across
items of interest. The outcome of this step
might result in changes to any of the preced-
ing steps and a restart of the entire process.

9. Constructing discovered
knowledge: incorporating this
knowledge into the perfor-
mance system, or simply doc-
umenting it and reporting it
to users.

This also includes checking for and resolving
potential conflicts with previously believed
(or extracted) knowledge.

right. In classical pattern-recognition work, this is called feature extraction
problem. In general, its solution requires a good bit of domain knowledge and
strong intuition about the problem. It typically makes the difference between
success and failure of the data mining (step 7).

However not to discourage the reader, feature definition and extraction in
many applications is not terribly difficult (especially for a motivated domain
expert who is involved in the process). Humans find it easier to define features
than to solve the data-mining problem. For instant, an expert can observe a
set of low-level variables and reach initiative decision. For example, the low-
level may consist of a stream of readings of voltages, currents, capacitances,
loads, and so forth from a power plant; a set of pixels in multispectral im-
ages from a remote sensing instrument; or a set of transactions for a given
group of bank accounts. However, the expert might not at all be capable of
elucidating the reasons for reaching some decision about the state of the sys-
tem being observed. This is typically a reasonable setting to use classification
(supervised learning) techniques to derive classifiers from examples (the data)
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directly. Hence, the expert presents the system with training data consisting
of classified examples.

For a nonexpert (especially a machine), using the raw observed data to
classify events is likely to result in failure: knowledge of time sequence, of
properties, of instruments, of noise, of what is an important quantity, and so
forth is simply a prerequisite. Experts can be asked to define features from the
lower-level data. In effect, feature definition by experts lets them decompose
the problem into small parts and encode significant prior knowledge implicitly
in their choice of representation. This can easily result in a large number of
features. Typically, the expert would not know how to use these features to
solve the classification (discrimination) or modeling problem. Data mining
techniques provide a way to get the solution in this feature space.

In step 8, the reliance on visualization is simply a work-around of the fact
that we find it difficult to emulate human intuition and decision-making on a
machine. The idea is to transform the derived knowledge into a format that
is easy for humans to digest (such as images or graphs) and then rely on the
speed and capability of the highly evolved human visual system to spot what
is interesting. Of course, this only works in low dimensional spaces, so the
choice of what to show the user to facilitate the discovery is still critical and
typically not an easy problem to circumvent.

6.3 Related Fields

By definition, KDD is an interdisciplinary field that brings together re-
searchers and parishioners from a wide variety of fields. The major related
fields include statistics, machine learning, artificial intelligence and reason-
ing with uncertainty, databases, knowledge acquisition, pattern recognition,
information retrieval, visualization, intelligent agents for distributed and mul-
timedia environments, digital libraries, and management information systems.
The remainder of this section briefly outlines how some of these relate to the
various parts of the KDD process. We focus on the main fields and hope to
clarify to the reader, the role of each of the fields and how they fit together
naturally when unified under the goals and applications of the overall KDD
process. A detailed or comprehensive coverage of how they relate to the KDD
process would be too lengthy and not very useful because ultimately one can
find relations to every step form each of the fields.

Statistics. Statistics plays an important role primarily in data selection and
sampling, data mining, and evaluation of extracted knowledge steps. Histori-
cally, most statistics work has focused on evaluation of model fit to data land
on hypothesis testing. These are clearly relevant to evaluation the results of
data mining to filter the good from the bad, as well as within the data min-
ing step itself in searching for, parametrizing, and fitting models to data. On
the front end, sampling schemes play an important role in selecting which
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data to feed to the data-mining step. For the data-cleaning step, statistics
offers techniques for detecting “outliers,” smoothing data when necessary,
and estimating noise parameters. To a lesser degree, estimation techniques
for dealing with missing data are also available. Finally, for exploratory data
analysis, some techniques in clustering and design of experiments come into
play. However, the focus of research has dealt primarily with small data sets
and addressing small sample problems.

On the limitations front, work in statistics has focused mostly on theo-
retical aspects of techniques and models. Thus, most work focuses on linear
models, additive Gaussian noise models, parameter estimation, and paramet-
ric methods for a restricted class of models. Search has received little emphasis,
with emphasis on closed-form analytical solutions whenever possible. While
the latter is very desirable both computationally and theoretically, in many
practical situations a user might not have the necessary background statistics
knowledge (which can often be substantial) to appropriately use and apply
the methods. Furthermore, the typical require an a priori model and signifi-
cant domain knowledge of the data as well as of the underlying mathematics
for proper use and interpretation. In addition, issues having to do with inter-
faces to databases, dealing with massive data sets, and techniques for efficient
data management have only recently begun to receive attention in statistics.
John Elder and Darryl Pregibon in 1996 provide an excellent exposition of
statistical perspective on KDD.
Pattern Recognition, Machine Learning, and Artificial Intelligence. In pattern
recognition, work has historically focused on practical techniques with an ap-
propriate mix of rigor and formalism. The major applicable techniques fall
under the category of classification learning and clustering. There are several
texts on the topic; Pattern Classification and Scene Analysis provide a good
start. Hence, most pattern-recognition work contributes to the data-mining
step in the process. Significant work in dimensionality reduction, transforma-
tions, and projections has relevance to the corresponding step in the KDD
process.

Within the data-mining step, pattern-recognition contributions are distin-
guished from statistics by their emphasis on computational algorithms, more
sophisticated data structures, and more search, both parametric and non-
parametric. Given its strong ties to image analysis and problems in 2D signal
processing, work in pattern recognition did not emphasize algorithms for deal-
ing with symbolic and categorical data. Classification techniques applied to
categorical data typically take the approach of mapping the data to a metric
space (such as nearest-neighbor norms). Such a mapping is often not easy
to formulate meaningfully: Is the distance between the values “square” and
“circle” for the variable shape greater than the distance between “male” and
“female” for the variable sex?

Techniques originating in AI have focused almost exclusively on dealing
with data at the symbolic (categorical) level, with little attention paid to con-
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tinuous variables. In machine learning and case-based reasoning, algorithms
for classification and clustering have focused heavily on heuristic search and
nonparametric models. Emphasis on mathematical rigor and analysis of results
has not been as strong as in statistics or pattern recognition, with the excep-
tion of computational learning theory, which has focused on formal general
worst-case bounds for a wide class of representations (a good starting point
here is Computational Learning Theory). Machine learning work contributes
mainly to the data – mining step of the process, with some contributions in
the area of representation and selection of variables through significant search.
In addition, the machine discovery community has focused on techniques for
discovering structure in data as well as empirical laws to describe observations
as in scientific discovery of laws.

AI techniques for reasoning, especially techniques form the Uncertainty in
AI community and graphical models for Bayesian modeling and reasoning pro-
vide a powerful alternative to classical density estimation in statistics. These
techniques have the advantage of allowing prior knowledge about the domain
and data to be included in a relatively easy and natural framework. Other
areas of AI, including knowledge-acquisition techniques, knowledge represen-
tation, and search, are relevant to the various steps in the process, including
data mining, data transformation, data selection, and preprocessing.

Databases and Data Warehouses. The relevance of the field of databases to
KDD is obvious from the name. Databases provide the necessary infrastruc-
ture to store, access, and manipulate the raw data. With parallel and dis-
tributed database management systems, they provide the essential layers to
insulate the analysis for the extensive details of how the data is stored and
retrieved. We focus here only on the aspects of database research relevant to
the data-mining step. A strongly related term is on-line analytical processing,
which mainly concerns providing new ways of manipulating and analyzing
data using multidimensional methods. This has been primarily driven by the
need to overcome limitations posed by SQL and relational DBMS schemes for
storing and accessing data. The efficiencies achieved via relational structure
and normalization can pose significant challenges to algorithms that require
special access to the data; in data mining, one would need to collect statistics
and counts based on various partitioning of the data, which would require ex-
cessive joins and new tables to be generated. Supporting operations form the
data-mining perspective is an emerging research area in the database com-
munity. In the data-mining step itself, new approaches for functional depen-
dency analysis and efficient methods for finding association rules directly from
databases have emerged and are starting to appear as products. In addition,
classical database techniques for query optimization and new object-oriented
databases make the task of searching for patterns in databases much more
tenable.
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6.4 Summary

An emerging area in databases is data warehousing, which is concerned with
schemes and methods of integrating legacy databases, on-line transaction
databases, and various no homogeneous RDBMSs so that they can be accessed
in a uniform and easily managed framework. Data warehousing primarily in-
volves storage, data selection, data cleaning, and infrastructure for updating
databases once new knowledge or representations are developed.

6.5 Review Questions

1. Define the term Knowledge Discovery Data mining Process (KDD)
2. Describe KDD process and the steps involved in the process with a neat

sketches
3. Draw the block diagram of the overall KDD Process
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Data Mining Tasks, Techniques, and
Applications

Objectives:

• To compete effectively in today’s marketplace, business managers must
take timely advantage of high return opportunities.

• This chapter explores two applications of current data mining techniques:
market basket analysis and customer segmentation.

Data mining takes two forms. Verification-driven data mining extracts
information in the process of validating a hypothesis postulated by a user.

Discovery driven data mining uses tools such as symbolic and neural clus-
tering, association discovery, and supervised induction to automatically ex-
tract information.

• Once a data warehouse has been developed, the data mining process falls
into four basic steps: data selection, data transformation, data mining, and
result interpretation.

• Seven operations are associated with data mining: three with verification-
driven data mining and four with discovery-driven data mining.

• Verification-driven data mining operations. These include query and
reporting, multidimensional analysis, and statistical analysis.

• Discovery-driven data mining operations. These include predictive
modeling, link analysis, database segmentation, and deviation detection.

• Data mining adopted its techniques from many research areas, including
statistics, machine learning, database systems, neural networks, rough sets,
and visualization.

Abstract. In this chapter a reality check for data mining is proposed. Data min-
ing – the process of extracting the valid, previously unknown, comprehensible, and
actionable information from large databases and using it to make crucial business
decisions – currently performs this task for a growing range of businesses. After
presenting an overview of current data mining techniques, this chapter explores two
particularly noteworthy applications of those techniques: market basket analysis and
customer segmentation.

S. Sumathi and S.N. Sivanandam: Data Mining Tasks, Techniques, and Applications, Studies

in Computational Intelligence (SCI) 29, 195–216 (2006)
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Mountainous amounts of data records are now available in science, business, in-
dustry, and many other areas. Such data can provide a rich resource of knowledge
discovery and decision support. For example, when we shop at a supermarket, the
cashier scans the bar codes of items and stores your shopping transaction into a
database. The supermarket can find valuable information for product selection by
analyzing the sales data in its transaction database. (The store can also sell this
valuable information.). To understand, analyze, and eventually use this data, a mul-
tidisciplinary approach called data mining has been proposed. Data mining is the
process of identifying interesting patterns from large databases.

7.1 Reality Check for Data Mining

To compete effectively in today’s marketplace, business managers must take
timely advantage of high return opportunities. Doing so requires that they
be able to exploit the mountains of data their organizations generate and
collect during daily operations. Yet the difficulty of discerning the value in
that information – of separating the wheat from the chaff – prevents many
companies from fully capitalizing on the wealth of data at their disposal.

For example, a bank account manager might want to identify a group of
married, two-income, affluent customers and send them information about
the bank’s growth mutual funds, before a competing discount broker can lure
them away. The information surely resides in the bank’s computer system and
has probably been there in some form for years. The trick, of course, is to find
an efficient way to extract and apply it.

7.1.1 Data Mining Basics

Data mining takes two forms. Verification-driven data mining extracts in-
formation in the process of validating a hypothesis postulated by a user. It
involves techniques such as statistical and multidimensional analysis.
Discovery-driven data mining uses tools such as symbolic and neural cluster-
ing, association discovery, and supervised induction to automatically extract
information. The extracted information from both approaches takes one of
several forms:

Facts – for example, sales increased by 12%,
Trends – sales of the northeastern stores are decreasing,
Regression or classification models,
Relations between database records – such as when consumers buy
lettuce and tomatoes, they also buy bacon 80% of the time, and
Deviations from norms, among others.

To be effective, a data mining application must do three things. First, it
must have access to organization-wide views of data instead of department-
specific ones. Frequently, the organization’s data is supplemented with open-
source or purchased data. The resulting database is called the data warehouse.
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During data integration, the application often cleans the data – by removing
duplicates, deriving missing value (when possible) – and establishing new
derived attributes, for example. Second, the data mining application must
mine the information in the warehouse. Finally, it must organize and present
the mined information in a way that enables decision making.

Systems that can satisfy one or more of these requirements range from
commercial decision-support systems such as Lotus 1-2-3 and Pilot Software’s
Lightship, to customized decision-support systems and executive information
systems such as SAS/EIS. As one example, Lotus 1-2-3 can access data from
a data warehouse, allow its users to perform variety of statistical operations,
and present the results using simple business graphics.

The overall objective of each decision-making operation determines the
type of information to be mined and the ways for organizing the mined infor-
mation. For example, by establishing the objective of identifying good prospec-
tive customers for mutual funds, the bank account manager mentioned earlier
implicitly indicates that she wants to segment the database of bank customers
into groups of related customers – such as urban, married, two income, mid-
thirties, low-risk, high-net-worth individuals – and establishes the vulnerabil-
ity of each group to various types of promotional campaigns.

7.1.2 The Data Mining Process

Once a data warehouse has been developed, the data mining process falls into
four basic steps: data selection, data transformation, data mining, and result
interpretation (see Fig. 7.1).

Data selection. A data warehouse contains a variety of data, not at all of
which is needed to achieve each data mining goal. The first step in the data
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transform mine assimilated
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information
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information
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Fig. 7.1. The Data Mining Process
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mining process is to select the target data. For example, marketing databases
contain data describing customer purchases, demographics, and lifestyle pref-
erences. To identify which items and quantities to purchase for a particular
store, as well as how to organize the items on the store’s shelves, a mar-
keting executive might need only to combine customer purchase data with
demographic data. The selected data types may be organized along multiple
tables: during data selection, the user might need to perform table joints. Fur-
thermore, even after selecting the desired database tables, mining the contents
of the entire table is not always necessary for identifying useful information.
Under certain conditions and for certain types of data mining operations (such
as when creating a classification or regression. model), it is usually a less ex-
pensive operation to sample the appropriate table, which might have been
created by joining other tables, and then mine only the sample.

Data transformation. After selecting the desired database tables and identi-
fying the data to be mined, the user typically needs to perform certain trans-
formations on the data. Three considerations dictate which transformation
to use: the task (mailing-list creation, for example), the data mining opera-
tions (such as predictive modeling), and the data mining technique (such as
neural networks) involved. Transformation methods include organizing data
in desired ways (organization of individual consumer data by household), and
converting one type of data to another (changing nominal values into numeric
ones so that they can be processed by a neural network). Another transfor-
mation type, the definition of new attributes (derived attributes), involves
applying mathematical or logical operators on the values of one or more data
base attributes – for example, by defining the ratio of two attributes.

Data mining. The user subsequently mines the transformed data using one
or more techniques to extract the desired type of information. For example,
to develop an accurate, symbolic classification model that predicts whether
magazine subscribers will renew their subscriptions, a circulations manager
might need to first use clustering to segment the subscriber database, and
then apply rule induction to automatically create a classification model for
each desired cluster.

Result interpretation. The user must finally analyze the mined information
according to his decision-support task and goals. Such analysis identifies the
best of the information. For example, if a classification model has been devel-
oped, during result interpretation, the data mining application will test the
model’s robustness, using established error-estimation methods such as cross
validation. During this step, the user must also determine how best to present
the selected mining-operation results to the decision maker, who will apply
them in taking specific actions. (In certain domains, the user of the data-
mining application – usually a business analyst – is not the decision- maker.
The latter may make business decisions by capitalizing on the data mining re-
sults through a simple query and reporting tool.) For example, the user might
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decide that the best way to present the classification model is logically in the
form of if-then rules.

Three observations emerge from this four-step process:

Mining is only one step in the overall process. The quality of the mined
information is a function of both the effectiveness of the data-mining
technique used and the quality, and often sizes, of the data being
mined. If users select the wrong data, choose inappropriate attributes,
or transform the selected data inappropriately, the results will likely
suffer.

The process is not linear but involves a variety of feedback loops. After
selecting a particular data-mining technique, a user might determine
that the selected data must be preprocessed in particular ways or that
the applied technique, did not produce the results of the expected
quality. The user then must repeat earlier steps, which might mean
restarting the entire process from the beginning.

Visualization plays an important role in the various steps. In par-
ticular, during the selection and transformation steps, a user could
use statistical visualizations – such as scatter plots and histograms –
to display the results of exploratory data analysis. Such exploratory
analyses often provide preliminary understanding of the data, which
helps the user select certain data, subsets. During the mining step, the
user employs domain-specific visualizations. Finally, visualizations –
either special landscapes or business graphics – can present the results
of a mining operation.

7.1.3 Data Mining Operations

Seven operations are associated with data mining: three with verification-
driven data mining and four with discovery-driven data mining.
Verification-driven data-mining operations: These include query and report-
ing, multidimensional analysis, and statistical analysis.
Query and reporting. This operation constitutes the most basic form of deci-
sion support and data mining. Its goal is to validate a hypothesis expressed by
the user, such as “sales of four-wheel-drive vehicles increase during the win-
ter.” Validating a hypothesis through a query-and-reporting operation entails
creating a query, or set of queries, that best expresses the stated hypothesis,
posing the query to the database, and analyzing the returned data to estab-
lish whether it supports or refutes the hypothesis. Each data interpretation or
analysis step might lead to additional queries, either new ones or refinements
of the initial one. Reports subsequently compiled for distribution through-
out an organization contain selected analysis results, presented in graphical,
tabular, and textual form, and include a subset of the queries. Because these
reports include the queries, analyses can be automatically repeated at prede-
fined times, such as once a month.
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Multidimensional analysis. While traditional query and reporting suffices for
several types of verification-driven data mining, effective data mining in cer-
tain domains requires the creation of very complex queries. These often con-
tain an embedded temporal dimension and may also express change between
two stated events. For example, the regional manager of the department store
chain might say “Show me weekly sales during the first quarter of 1994 and
1995, for Midwestern stores, broken down by department.” Multidimensional
databases, often implemented as multidimensional arrays, organize data along
predefined dimensions (time or department, for example), have facilities for
taking advantage of sparsely populated portions of the multidimensional struc-
ture, and provide specialized languages that facilitate querying long dimen-
sions while expediting query-processing performance. These databases also
allow hierarchical organizations of the data along each dimension, with sum-
maries on the higher levels of the hierarchy and the actual data at the lower
levels. Quarterly sales might take one level of summarization and monthly
sales a second level, with the actual daily sales taking the lowest level of the
hierarchy.

Statistical analysis. Simple statistical analysis operations usually execute dur-
ing both query and reporting, as well as during multidimensional analysis.
Verifying more complex hypothesis, however, requires statistical operations
(such as principal component analysis regression modeling) coupled with data
visualization tools. Several statistical analysis tools (SAS, SPSS, S+) incor-
porate components that can be used for discovery-driven modeling (such as
CHAID in SPSS and S+). To be effective statistical analysis must rest on a
methodology, such as exploratory data analysis. A methodology might need
to be business or domain dependent, so statistics tools such as SAS and SPS
are open ended, providing function libraries that can be organized into larger
analysis software systems.

Discovery-driven data mining operations: These include predictive modeling,
link analysis, database segmentation, and deviation detection.

Predictive modeling. This is the most commonly used of the discovery-driven
data mining operations, primarily because of the proliferation of automatic
model development techniques. (These include symbolic-induction techniques
such as CART or C4.5, and neural network techniques such as back propa-
gation.) This operation uses the database records that reflect historical data
information about past behavior – to automatically generate a model that
can predict the future behavior. For example, an insurance underwriter might
want to predict the likelihood that a customer will let her policy lapse. A mar-
keting executive might want to predict whether a particular customer would
switch brands for a specific product. The value of discovery-driven model-
ing techniques, especially symbolic induction techniques, is that the models
are expressed as sets of if-then rules, and are therefore comprehensible and
explainable.
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Database segmentation. It is often necessary to automatically partition a
database into collection of related records. Such collections enable users to
summarize each database or select a smaller portion of the database on which
to apply a different data mining operation such as model creation or link analy-
sis. For example, by segmenting a department stores point off scale data, a
user can automatically create segments containing transactions from specific
periods, such as back to school days or after Christmas sales.

Link analysis. While the modeling and segmentation operations aim to cre-
ate the generalized description that characterizes database’s contents, link
analysis seeks to establish relations between the records in the database. For
example, a merchandise buyer must determine what items sell together men’s
shirts sell together with ties and men’s fragrances – so that he can decide what
items to buy for a store (shirts, ties, and fragrances), as well as where to place
these items in relation to each other (ties and fragrances must be displayed
close to the store’s men’s shirts section). Certain algorithms that fall in this
category can also trace connections between records overtime.

Deviation detection. This operation attempts to identify points that cannot
be fitted into the segment and then explain whether each such point is noise
or should be examined in more detail. This operation usually operates in con-
junction with database segmentation and, because “outliers” express deviation
from expected norms, often leads to true discovery.

7.1.4 Discovery-Driven Data Mining Techniques:

While there are only four basic discovery-driven mining operations, numerous
data mining techniques support these operations. For example, supervised
induction techniques support predictive model creation; association discov-
ery and sequence discovery techniques support link analysis; and statistical
techniques support deviation detection.

Supervised induction. This process involves automatically creating a classi-
fication model from a set of records (examples) called the training set. The
training set might either be a sample of the database or a warehouse being
mined, the entire database, or a data warehouse. The records in the train-
ing set must belong to a small set of classes that the analyst has predefined.
The induced model consists of patterns – essentially generalizations over the
records—that are useful for distinguishing the classes. Once induced, a model
can help automatically predict the class of other unclassified records. Super-
vised induction methods can be either neural or symbolic. Neural methods
such as back propagation represent the model as architecture of nodes and
weighted links. Symbolic methods create models that are represented either
as decision trees or as if-then rules. A supervised induction technique is par-
ticularly suitable for data mining if it has three characteristics.
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It can produce high-quality models even when the data in the training
set is noisy and incomplete.

The resulting models are comprehensible and explainable, so that the
user can understand how the system makes the decision.

It can accept domain knowledge, which can expedite the induction
task while simultaneously improving the quality of the induced model.

Association discovery. Given a collection of items and a set of records, each
of which contains some number of items from the given collection, an associa-
tion discovery function is an operation against this set of records that returns
affinities existing among the collection of items. These affinities can be ex-
pressed by rules such as, “72% of all the records that contain items A, B and
C also contains items D and E.” The specific percentage of occurrences (in
this case 72) is the confidence factor of the association. Also in this associa-
tion, A, B, and C are said to be on opposite side of the association to D and
E. Association discovery can involve any number of items on either side of the
association.

Sequence discovery. In the transaction log discussed earlier, the identification
of the customer who made the purchase generally remains unknown. If this
information exists, analysis can be made on the collection of records of the
same structure as above (that is consisting of the number of items drawn for
a given collection of items). The records are related by the identity of the
customer who made the repeated purchases.

Clustering. This is used to segment the database into subsets, or clusters with
the members of each cluster sharing a number of interesting properties. The
results of a clustering operation fulfill one of two functions.

Summarizing the contents of the target database by considering the
characteristics of each created cluster, rather than those of each record
in database.

Serving is an input to other methods, such as supervised induction.
A cluster is smaller and more manageable data set to the supervised
inductive learning component.

Clusters use neural and symbolic unsupervised induction methods. The
various neural and symbolic methods are distinguished by the type of at-
tributes values they allow the records in the target database to take (numeric,
nominal, structured objects), the way they represent each cluster, and the
way they organize the set of clusters. After clustering the database, the ana-
lyst can use visualization component to examine the created clusters to locate
ones that are useful or interesting.

Neural clustering methods, such as feature maps, represent the cluster
as a prototype with which they associate a subset of the instances in the
data set being clustered. Symbolic clustering methods operate primarily on
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records with nominal-valued attributes. They consider all the attributes that
characterize each instances and use AI-based search methods to establish the
subset of these attributes that will desire each created cluster.

Characteristics of data mining: Let us begin our discussion about data mining
applications by examining the available, albeit preliminary, statistics. 80% to
90% of the operational data mining applications today employ only a single
operation. There are two reasons for this. First, because tool developers usu-
ally understand only one or two determining operations, the tools on which
these applications are based usually contain only one technique. Second when
initially applying data mining end-user organizations select narrowly focused
problems that require only one operation to solve.

In 70% of the applications, users perform data mining using verification-
driven operations. Data analysts and business analysts alike thoroughly under-
stand query and reporting, multidimensional analysis, and statistical analysis.
Because many of them are graduates of business schools, they usually receive
training such operations, so they feel comfortable trying to solve their decision
support problems with them. Neural and symbolic induction methods have
only recently appeared in business school curricula.

To date, two factors have inhibited the broad deployment of applications
that incorporate discovery-driven data mining techniques: the significant effort
necessary to develop each data mining application and the inappropriate state
of the data that application must mine.

Application development. Most deployed data mining applications are not de-
veloped by business analysts but through the collaboration of data mining tool
vendors, data analysts, and end users. Because the tool vendors and data an-
alysts usually first must develop an understanding of the end user’s problem,
such collaborations are time consuming. Furthermore, the current generations
of data mining tools are aimed at the data analyst, not the business analyst.

Data. Data is often incorrect and incomplete, distributed across many depart-
mental databases, organized using incompatible data models and formats, and
using often-incomprehensible naming conventions. Because of such problems,
and the lack of appropriate data integration and cleaning tools, the Gart-
ner group has estimated that only about 10% of the collected data is ever
analyzed. Many organizations realize the poor quality of the data they have
been collecting only after they start developing a data mining application.
The development of data warehouses should alleviate this problem. A data
warehouse ensures that disparate data is integrated consistently under a sin-
gle data model and is cleaned in the process, and that metadata is encoded
explicitly. Over 40% of the organizations surveyed by the metagroup across
10 industries have started developing data warehouses during the past six
months, with the intention of using them in conjunction with multidimen-
sional databases and discovery-driven data mining tools. These warehouses
will vary from departmental data marts, size ranging from 20 to 60 Gbytes,
to corporate warehouses, which often hold several terabytes of data.
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7.2 Data Mining: Tasks, Techniques, and Applications

Data mining is the core part of the knowledge discovery in database (KDD)
process. The KDD process may consist of the following steps: data selection,
data cleaning, data transformation, pattern searching (data mining), and find-
ing presentation, finding interpretation, and finding evaluation. Data mining
and KDD are often used interchangeably because data mining is the key to
the KDD process. These steps are illustrated in Fig. 7.2.

7.2.1 Data Mining Tasks

The tasks of data mining are very diverse and distinct because many patterns
exist in a large database. Different methods and techniques are needed to find
different kinds of patterns. Based on the patterns we are looking for, tasks
in data mining can be classified into summarization, classification, clustering,
association, and trend analysis.

Summarization. Summarization is the abstraction or generalization of data.
A set of task-relevant data is summarized and abstracted. This results in a
smaller set, which gives a general overview of the data, usually with aggregate
information.

For example, the long-distance calls of a customer can be summarized into
total minutes, total spending, total calls, and so forth. Such high-level, sum-
mary information, instead of the individual elements of each call, is presented
to the sales managers for customer analysis.

The summarization can go to different abstraction levels and can be
viewed from different angles. For example, calling minutes and spending can
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be totaled along various calling periods: weeks, months, quarters, or years.
Similarly, the calls can be summarized into in-state calls, state-to-state calls,
calls to Asia, calls to Europe, etc. These groupings can be further summarized
into domestic calls and international calls. Different combinations of abstrac-
tion levels and dimensions reveal various kinds of patterns and regularities.

Classification. Classification derives a function or model, which determines
the class of an object, based on its attributes. A set of objects is given as the
training set. In it, every object is represented by a vector of attributes along
with its class. A classification function or model is constructed by analyzing
the relationship between the attributes and the classes of the objects in the
training set. This function or model can then classify future objects. This
helps us develop a better understanding of the classes of the objects in the
database.

For example, from a set of diagnosed patients who serve as the training set,
a classification model can be built. This model concludes a patient’s disease
from his/her diagnostic data. The classification model can diagnose a new
patient’s disease based on data such as age, sex, weight, temperature, blood
pressure, etc.

Association. Association is the discovery of togetherness or the connection
objects. Such togetherness or connection is termed an association rule. An
association rule reveals the associative relationships among objects; i.e., the
appearance of a set of objects in a database is strongly related to the appear-
ance of another set of objects.

For example, in a telecommunication database, we may find a rule that
“call waiting” is associated with “call display,” denoted as “call waiting → call
display.” It states that if a customer subscribes to the “call waiting” service,
he or she very likely also has “call display.”

Association rules can be useful for marketing, commodity management,
advertising, and so forth. For example, a retail store may discover that people
tend to buy soft drinks and potato chips together. Store personnel then place
the potato chips near the soft drinks to promote the sale of both. They may
even discount one to entice buying the other, since these shoppers now will
be “saving money.”

Clustering. Clustering identifies classes – also called clusters or groups – for
a set of objects whose classes are unknown. The objects are so clustered that
the interclass similarities are maximized and the interclass similarities are
minimized. This is done based on some criteria defined on the attributes of
the objects. Once the clusters are decided the objects are labeled with their
corresponding clusters. The common features for object in a cluster are sum-
marized to form the class description.

For example, a bank may cluster its customers into several groups based
on the similarities of their age, income, and residence. The characteristics, the
customers in a group share can be used to describe that group of customers.
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These clusters help the bank understand its customers better and provide
more suitable products and customized services.

Trend analysis. Time series data are records accumulated over time. For ex-
ample, a company’s sales, a customer’s credit card transactions, and stock
prices are all time series data. Such data can be viewed as objects with an
attribute time. The objects are snapshots of entries with values that change
over time. Finding the patterns and regularities in the data evolution along
the dimension of time can be fascinating.

One topic in trend analysis is identifying patterns in an object’s evolution,
such as its ups and downs, or peaks and valleys. A model or a function is
constructed to simulate the behavior of the object to predict future behavior.
For example, we can estimate this year’s profit for a company based on its
profits last year and the estimated annual increasing rate.

Another topic in trend analysis is matching objects, changing trends, such
as increasing streaks, decreasing streaks, etc. By comparing two or more ob-
jects historical changing curves or tracks, similar and dissimilar trends can
be discovered. These can help us to understand the behavior of the objects.
For example, a company’s sales and profit figures can be analyzed to find
the disagreeing trends. These trends can be further researched to discover the
reasons behind such disagreements.

7.2.2 Data Mining Techniques

Data mining adopted its techniques from many research areas, including sta-
tistics, machine learning, database systems, neural networks, rough sets, and
visualization.

Statistical approaches. Many statistical tools have been used for data mining,
including Bayesian network, regression analysis and cluster analysis, and cor-
relation analysis. Usually statistical models are built from a set of training
data. An optimal model, based on a defined statistical measure, is searched
among the hypothesis space. Rules, patterns, and regularities are then drawn
from the models.

A Bayesian network is directed graph computed using the Bayesian prob-
ability theorem. It represents the causal relation ships among the variables.
Regression is the function derivation, which maps a set of attributes of ob-
jects to an output variable. Correlation analysis studies the correspondence
of variables to each other, such as the x2. Cluster analysis finds groups from
a set of objects based on distance measures.

A simple Bayesian network for a medical problem is given in Fig. 7.3.
Nodes in a Bayesian network represent variables or states; edges represent the
dependencies between nodes directed from the cause to the effect. The figure
shows that a patient’s age, occupation, and diet affect the disease, which
causes the symptoms.
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Machine learning approaches. Like statistical methods, machine-learning
methods search for the best model that matches the testing data. Unlike
statistical methods, the searching space is a cognitive space of n attributes
instead of a vector space of n dimensions. Besides that, most machine learning
methods use heuristics in the search process.

The most common machine learning methods used for data mining include
decision tree, inductive concept learning, and conceptual clustering. A decision
tree is a classification tree, which determines an object’s class by following the
path from the root to a leaf node. It chooses the branches according to the
attribute values of the object. Decision trees are induced from the training
set. Classification rules can be extracted from the decision trees.

Inductive concept learning derives a concise, logical description of a con-
cept from a set of examples. Conceptual clustering finds groups or clusters in
a set of objects based on conceptual closeness among objects.

A simple decision tree is given in Fig. 7.4. It determines a car’s mileage
from its size, transmission type, and weight. The leaf nodes are in square
boxes that represent the three mileage classes. From the decision tree, we
can conclude, for example, a medium size, automatic car will have medium
mileage.
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Database-oriented approaches. Database-oriented methods do not search for
a best model, as do the previous two methods. Instead, data modeling or
database specific heuristics are used to exploit the characteristics of data
in hand. The attribute-oriented induction, the iterative database scanning
for frequent item sets, and the attribute focusing are representatives of the
database-oriented methods.

In attribute-oriented induction primitive, low-level data are generalized
into high-level concepts using conceptual hierarchies. The iterative database
method is employed to search for frequent item sets in a transactional data-
base. The association rules are then derived from these frequent item sets.
The attribute-focusing method looks for patterns with unusual probabilities
by adding attributes selectively into the patterns.

The left side of Fig. 7.5 shows a simple conceptual hierarchy for students.
The right side shows an example of attribute-oriented induction. In the ex-
ample, the students of a local IEEE chapter are summarized.

Other approaches. Many other techniques have been adopted for data mining,
including neural networks, rough sets, and visualization.

A neural network is a set of interlinked nodes called neurons. A neuron
is a simple device that computes a function of its inputs. The inputs can be
outputs of other neurons or attribute values of an object.

By adjusting the connection and the functional parameters of the neurons,
a neural network can be trained to model the relationship between a set of
input attributes and an output attribute. A neural network can be used, for
example, in classification when the output attribute is the object class.
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Fig. 7.5. Conceptual hierarchy and attribute-oriented induction
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A rough set is a set whose membership is fuzzy. A set of objects can
be arranged to form a group of rough sets for use, in say, classification and
clustering.

Visual exploration is another interesting data mining technique. Data are
transformed into visual objects such as dots, lines, and areas. The data is then
displayed in a two- or three-dimensional space. Users can interactively explore
the interesting spots by visual examination.

These methods can be integrated or combined to deal with complicated
probabilities, or provide solutions. For example, data is visually summarized
in charts, graphs, and such. This is done to help us understand the results and
allow further examination. Indeed most data mining systems employ multiple
methods to deal; with different kinds of data, different data mining tasks, and
different application areas.

7.2.3 Applications

Data mining techniques have been applied successfully in many areas, from
business, science, to sports.

Business applications. Many organizations now employ data mining as a se-
cret weapon to keep or gain a competitive edge. Data mining has been used in
data base marketing, retail data analysis, stock selection, credit approval, etc.
For example, Mellon Bank, a Pittsburgh-based $40 billion financial services
company, is applying IBM’s intelligent Miner on its customer database in an
effort to retain profitable customers.

• Database marketing is a very successful and popular business application
of data mining. By mining historical customer databases, patterns and
trends are extracted. Customer profiles are built from these results to
produce more effective marketing.

• Retail databases contain customer-shopping transactions. Data mining can
find customer-shopping patterns that can be used, for example, in a sales
campaign.

• Using data mining techniques, investors can build models to predict the
performance of stocks. By searching trends and patterns in stock data, data
mining can also help investors to find stocks with good performances.

• Applications for credit or loan are decided based on the applicants’ in-
formation. A decision support model for credit or loan approval may be
constructed from historical data using data mining tools.

Science applications. Data mining techniques have been used in astronomy,
molecular biology, medicine, geology, and many more. For example, the Jet
Propulsion Lab at the California Institute of Technology has developed a data
mining system, which can classify the sky objects, such as stars, in satellite
images.
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Other applications. Data mining techniques have also been used in health
care management, tax fraud detection, money laundering monitoring, and
even sports. For example, the Advanced Scout system developed by IBM has
been used by coaches of more than a dozen teams in the National Basketball
Association (NBA) to improve their games.

7.2.4 Data Mining Applications – Survey

Numerous verification data driven and some discovery-driven data mining ap-
plications and application prototypes are already available for domains that
range from credit risk analysis, fraud detection, to astronomy. Several of these
applications, especially those using verification-driven data mining techniques,
are currently in daily use and have been described in detail elsewhere. Of
the already-deployed applications that use discover-driven data-mining tech-
niques, three warrant particular mention:

• The Falcon credit-risk assessment system from HNC Inc., used by a large
percentage of retail banks to detect suspicious credit-card transactions.

• JPL’s Skicat system, which astronomers use to identify and classify new
types of celestial objects, and

• The FAIS system from the Financial Crimes Enforcement Network (Fin-
CEN), which identifies financial transactions that might indicate money
laundering.

These three applications use the model creation as their primary data-
mining operation, often supplemented with clustering and visualization tech-
niques. They balance high predictive accuracy with the ability to use mined
knowledge to explain the actions they recommended to their users. They also
took significant time to implement and deploy. The Falcon system builds upon
HNC’s neural network shell. The fact that only a few companies capture credit
card transaction data facilitated Falcon’s deployment. Even though each of
the companies uses its own data format, every bank issuing credit cards uses
one of these few formats. Therefore, an application that works effectively with
even one format can be easily adopted by a large number of banks.

The Skicat system, developed from scratch for one particular group of
astronomers at JPL, uses data collected from astronomical instruments. It is
also finding a larger user community, because astronomers also use data with
common formats.

The FIAS application uses data from common government forms and con-
sists of a combination of off-the-shelf and custom-built components. Its use
should expand to a variety of government agencies concerned with detecting
suspicious financial transactions that might indicate money laundering. Of the
three systems, this last one faces the hardest data quality problem because it
mines data that is often entered by hand, frequently hand written.

Financial analysis applications that employ predictive modeling techniques
– whether they are statistical regression, neural networks, or symbolic model-
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ing techniques – run into a special problem. Such applications perform port-
folio creation and optimization, trading model creation and so forth, and have
been in use for several years. To maintain a competitive advantage, the users
and developers of such applications do not publicize their use and effective-
ness. In these applications, predictive accuracy is much more important than
the ability to use the extracted knowledge to explain a recommended action.
Thus, the modeling methods used must first ensure that they do not overfit
the data. The term data mining has always been associated with model overfit
and has consequently been rejected by the financial analysis community.

Developers have recently incorporated discovery-driven data mining tech-
niques in two classes of decision support applications: Market basket analysis
and customer segmentation. Off the shelf versions of these two applications
currently assist strategic marketing personnel in gaining significant insight
about consumer behavior.
Market basket analysis: MBA refers to the process of examining point-of-
scale data to identify affinities between products and services purchased by
the customer. For example, after analyzing POS data from a particular set of
supermarkets, one might identify that when the sales of lettuce increase, so do
the sales of tomatoes and salad dressing. MBA is usually one step in larger-
scale analyses aimed at such tasks as planning the replenishment of a store,
assessing the effectiveness of an organization’s promotions, and fine-tuning
manufacturing and distribution operations. Because retail organizations have
traditionally used MBA, typical users of these applications include market-
ing analysis, merchandise buyers, and store managers, catalog managers, and
brand managers.

Early implementations of MBA applications used query-and-reporting
data mining techniques and applied them to summaries aggregations and
specialized views of the captured POS data, as well as to data about the
purchases of closely monitored customer groups. For example, A.C Nielsen
monitors the purchase of 40,000 consumers and sells the data to corporations
interested in performing MBA. By using query-and-reporting techniques on
this type of data, organizations can extract item movement information such
as “when the sales of brand X coffee increase so do the sales of brand Y sugar.”

Extracting information from summarized data was, and often still is, nec-
essary because of the volumes of the captured data. For example, because a
supermarket or a department store routinely stocks over 100,000 type of mer-
chandise, the resulting POS databases of retail chains routinely consume sev-
eral gigabytes per week. Until parallel database technology recently emerged,
the query processing times needed to execute each query deterred any one
from posing queries against such databases.

More recently, tools that can perform multidimensional analysis, such as
DSPlus from Kelly Information Systems and DSS Agent from Micro strategy,
have emerged for further improving the quality of MBA results produced by
query and reporting tools. Using multidimensional analysis tools, an analyst
can easily ask queries such as “show me the three highest selling products
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of the produce department for the first quarter of 1994–1995, for the north-
eastern United States, organized store.” The dimensions used in this query
are department, time, geographic region, and organization (store). These tools
continue to work with summarized data, and like any other verification-driven
data mining tools rely on the analyst to postulate hypothesis and convert the
returned data into information. The size of the multidimensional databases be-
ing deployed with MBA application varies from 10 to 30 Gbytes, to more than
100Gbytes. Corporations such as Mervyn’s and Target Stores have recently
reported successful deployment of multidimensional databases for MBA.

Two major retailing trends today are the emergence of megastore chains
(home improvement chains and discount clothing chains being two examples),
and the lack of differentiation in the customer’s eyes between the offering of
any two retail chains with in a particular segment, such as home improve-
ment supermarkets. To improve their profits under such conditions, retailers
attempt to identify micromarkets and exploit them before competition does.
The recent mergers, Chase Bank with Chemical, for example, of large banks
and insurance companies also create large financial institutions with little dif-
ferentiation among themselves. Such organizations will start relying heavily
on micromarket identification for improving their financial performance and
growth. While the remainder of this section discusses how retailers use MBA,
large financial institutions are also adapting MBA Applications. Summarized
data that is often used today in conjunction with verification-driven data min-
ing is not effective for micromarket identification; summarizing data removes
individual consumer characteristics which once detected, could have helped
identity micromarkets.

Micromarket identification requires:

• The use of the item’s actual POS transactions, so that one can find out
exactly what each customer is buying at the transaction level rather than
at some aggregated level, whether that customer is buying an item on
sale, at what time he or she is making a particular trip to the store, and
so forth.

• Overlaying POS data with demographic and life style consumer data to
identify other customer characteristics that may be correlated to the con-
sumer’s choices and

• The use of discovery-driven techniques (primarily tools that support data-
base segmentation and link analysis operations) that can automatically
identify important buying patterns and the types of consumers exhibiting
such patterns.

For example, a marketing executive could use database segmentation tools on
a set of supermarket POS transactions to identify product drivers (“lettuce
and whole grain breads drive a large percentage of the sales in suburban su-
permarkets in Area X”) in particular subset of the transactions. She could
then use association rule discovery techniques on each of the identified clus-
ters to automatically extract rules, such as “Customers who buy lettuce and
tomatoes also buy bacon 80% of the time.”
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Recently, IBM consultants worked with a supermarket chain’s business
analysts to perform MBA using neural segmentation and association rule dis-
covery techniques. Together, they discovered that shoppers use certain of the
chain’s supermarket as convenience stores during Friday and Saturday nights.
Based on this discovery, a super market chain decided to start offering video
rentals in these stores. This decision provided a chain with a good way to
differentiate itself from competing supermarket chains and to identify a new
source of revenue. The number of consumers going to the chain’s supermar-
kets increased, there by increasing the general sales volume, and the sales
of items such as popcorn, potato chips, and soft drinks also jumped signif-
icantly. Through this action the chain realized significant incremental sales
and profit.

The application of discovery-driven data mining techniques for MBA
analysis imposes two requirements on database management systems. First,
they must deal with large volumes of transactional and overlaid data. In par-
ticular, while it has been a common practice to perform discovery-driven data
mining on sampled data rather than the entire database, one might miss
a particular micro market by doing so. Second, the systems must perform
the mining operation within a time interval that will allow an organization
to respond to a market opportunity before the competition does. For exam-
ple, catalog companies send out a new issue of each catalog about every two
months. During this eight-week period, they must collect the data about a set
of consumers (collecting sales data from the previous issue of the catalog and
combining it with demographic data), mine the collected data, determine the
consumers to whom a particular catalog will be sent (identify the customers
segments or micromarkets), and prepare and send the catalog.

Customer segmentation: Customer segmentation is the process of analyzing
the data about the actual customers or general consumers to identify charac-
teristics and behaviors that can be exploited in the market place. For example,
an insurance company might want to identify the characteristics of customers
with automotive policies who have let their policies lapse, so that it can es-
tablish a set of strategies for convincing the highest valued of these customers
to renew their policies. Ultimately, customer segmentation allows an organi-
zation to view each of its customers as a segment of one, thereby forming
a highly personalized relationship with each customer. Organizations apply
customer segmentation to both actual customers and general consumers; con-
sumer data analysis identifies characteristics that will allow the creation of
strategies for tuning targeted consumers into actual customers.

Organizations use customer segmentation to address two basic market-
ing problems: understanding the causes of customer action so that it can be
reduced and identifying new customers.

Customer attrition. Policy lapsing is a form of attrition. Others include
switching credit cards, switching mortgage institutions, and buying merchan-
dise from different direct-mail company. In order to identify the causes of an
attrition problem, a customer segmentation application must also automati-
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cally establish which customers the organization should try to keep and which
should be left to defect – most organizations derive their profits from only a
percentage of their customer base.
Target marketing. Organizations are invested in two types of target market.
First, they want to know how to offset particular product or service to a spe-
cific set of consumers to turn them into customers. Every direct-mail company
addresses this problem each time it creates a mailing list of the households that
receives the next issue of its catalog. Second, companies want to determine
which customers of one of their other products they should offer a product or
service. Also known as cross selling, this action aims to convince customers
to also the offered product. For example, a company might try to convince
certain of its credit card customers to apply for a second mortgage. The two
questions that will be answered in cross- selling scenario are “To which cus-
tomers should a particular product be offered?” and “Which products should
be offered to a particular customer?”

Typical users of this application include marketing analysts, brand man-
agers, risk managers, and other types of business analysts. As in MBA, early
implementations of customer segmentation applications rely on verification-
driven data mining techniques. In particular, such applications used statistical
analysis techniques – for example, binary and logistic regression – to create
sector models. Analysts then applied these models to larger databases to as-
sess an individual risk or propensity to lapse for example, they selected the
data used to create model either by sampling a database with customer or
customer data, or by selecting a set of customers through queries.

The use of sampling led to models could only cover broad customer char-
acteristics. The use of queries to select a customer could lead to more targeted
models, but the analyst must determine the features to include in the query,
and thus cannot detect and capitalize market shifts and micromarket char-
acteristics. Models developed using linear and logistic regression techniques
can only account for certain characteristics in the data; essentially these tech-
niques cannot account for “every ounce of information” in the data. The data
that was used was also not very rich itself. Limitations in database technology
and in the means of obtaining customer and customer data prevented users
from performing fine-grained analysis even with the available techniques. Fi-
nally because statistical analysis tools are primarily targeted to data analysis,
early implementations of customer segmentation applications were used by
organizations staffed primarily by statisticians. Such organizations reside in
large corporations and specialized service bureaus.

The customer segmentation applications being developed and deployed
today arise in response to several trends. First, the variety and quality of
the captured a data have increased. In fact, organizations currently capture
more data than they use, because the improvements in database technology
have simplified data maintenance. Second, having solved the data capture
and maintenance problem, business units increasingly want to take owner-
ship of their data, rather than relying on specialized departments and service
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bureaus. Also early experimentation with discovery driven data mining tech-
niques – primarily clustering, deviation detection, and modeling (from the
symbolic and neural induction regimes) has demonstrated their advantages
over traditional techniques.

The challenge that has to be addressed was making the applications em-
bedding such techniques more appropriate to business users, not just statisti-
cians. Symbolic learning techniques (modeling or clustering) have contributed
significantly to this need, because they express the information they extract in
forms that are comprehensible by business users. However, the new generation
of customer-segmentation application goes a step further. By embedding this
logic and knowledge into the application itself, they have begun eliminating
the need for users to deeply understand data analysis and modeling processes.

Customer segmentation applications with these characteristics are now at
work in the research and strategy departments of major banks, the customer-
relations management departments of banks, insurance companies, retail orga-
nizations, as well as the marketing departments of major airlines. IBM recently
reported that through the use of such an application, Legal and General, a
major insurance company, conducted a successful target marketing campaign
whose results improved significantly on similar campaigns run using more
traditional customer segmentation applications.

The effectiveness of discovery-driven data mining techniques in extracting
valuable and previously unknown information from large, complex databases
is speeding acceptance of the two marketing applications now being deployed
aggressively by various organizations. As the value these early adopters derive
becomes apparent, applications using discovery-driven data mining techniques
will proliferate, drawing data mining into the mainstream.

To summarize, data mining is the process of extracting interesting patterns
from large databases. Data mining can be the solution to the data analysis
problems faced by many organizations. More work is needed, although a great
deal of progress has been made in research and development.

7.3 Summary

Data mining is becoming an integral part of the operations in organizations
of varying sizes. Many organizations that only recently have begun analyzing
their data have started to successfully use applications employing verifications-
driven data mining techniques. Applications using discovery-driven techniques
are also finding increased use. While many of the deployed applications pri-
marily employ predictive modeling techniques, application developers and end
users alike are beginning to recognize the need to use additional techniques
from the discovery-driven data mining repertory. Applications with broad
market appeal such as MBA and customer segmentation have successfully
demonstrated the advantage of using such techniques.
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Today, the development of data mining applications remains a tedious
process. Applications recognized as successful invariably require the cooper-
ation of business analysts and developers of generic data mining tools. At
these early phases, this is not necessarily a drawback; most successful appli-
cations in any discipline require the collaboration of end users and developers.
However, a phase must quickly ensue in which business analyst can quickly
develop and specialize data mining applications, much as is happening with
database technology.

7.4 Review Questions

1. Explain the data mining process and its operational techniques.
2. What are the characteristics of data mining?
3. Give some of the data mining tasks and techniques involved in processing

of the data.
4. Give details on performance survey on data mining applications.
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Data Mining: an Introduction – Case Study

Objectives:

• To study the importance of data mining in health care.
• We discusses how data mining can be packaged in such a way that profes-

sional can take part directly in data mining and thus assess the implica-
tions of using data mining in safely-critical or service-critical applications.

• Data mining offers a new approach to data analysis using techniques based
on machine learning alongside the conventional methods.

• To discuss how data mining can be packaged in such a way that profes-
sionals can take part directly in data mining.

Abstract. This section outlines a case study describing the importance of data
mining in health care taken from Clementine, SPSS Inc. USA. Health care and
pharmaceutical companies face an explosion of data arising from clinical, adminis-
trative, commercial and scientific activities. There are many traditional techniques
for analyzing data including statistics, management reporting and data display. Data
mining offers a new approach to data analysis using techniques based on machine
learning (algorithms derived from research in artificial intelligence), alongside the
conventional methods.

These techniques work by “learning” patterns in data. They find patterns and
make predictions, which elude all but the most expert users of conventional methods.
In addition, they generate decision or prediction models, based on the actual histor-
ical data. These models are synthesized- not programmed explicitly by programmer
or physician. Thus, they represent true evidence-based decision support.

Health care and pharmaceutical professionals have a special duty of care, as their
decisions may be a matter of life and death for their clients. The esoteric nature of
data mining can distance these professionals from the models. We discusses how data
mining can be packaged in such a way that professional can take part directly in
data mining and thus assess the implications of using data mining in safely-critical
or service-critical applications.

S. Sumathi and S.N. Sivanandam: Data Mining: an Introduction – Case Study, Studies in Com-

putational Intelligence (SCI) 29, 217–229 (2006)
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8.1 The Data Flood

The proceedings of the 1995 conference in Knowledge Discovery in Databases
(KDD) opens with the following quotations:

“It is estimated that the amount of information in the world doubles
every 20 months. What are we supposed to do with this flood of raw
data? Clearly little of it will ever be seen by human eyes.”

“Computers promised fountains of wisdom but delivered floods of
data.”

We are familiar with this phenomenon of data explosion. Computerized
systems collect data about a myriad of every day transactions: at supermarket
checkouts, bank cash machines, airline tickets, phone calls, buying gasoline,
etc. (the list is endless).

Health care providers, insurers and suppliers, and the pharmaceutical in-
dustries contribute their share

• Administrative systems log patient admissions and discharges, resource
utilization in hospitals and practices, delivery and use of supplies, staff
shift patterns and hours worked, cost of procedures and times taken for
procedures.

• Every clinical act and its outcome are recorded. Patient records are being
transferred to electronic form.

• Pharmaceutical knowledge increases daily, with new compounds, new
dosage patterns, etc. Clinical trails generate huge amounts of data which
must be analyzed and which, because of the controlled environment in
which they are collected, should be an invaluable resource for future study.

• Marketing and sales by pharmaceutical manufacturers and pharmacies
provide the return on the huge investments required bringing new drugs
to the market. Every such sale can be captured as data and analyzed to
help make more sales and predict future demand.

• Scientists in companies and hospitals gather mountains of experimental
and laboratory data.

Information Systems managers are only too aware of this data explosion.
They continually have to upgrade computers with more disk storage. The IT
industry bombards them with offers of the latest databases, data warehouses,
data marts and a host of data translation, transformation and reporting tools
all aiming to tame the data explosion.

8.2 Data Holds Knowledge

Data holds the record of the organization’s performance in all of its business
areas. A hospital, which has been admitting patients for many years, has data
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it can use to estimate accurately the likely cost of treatment and length of
stay of patient. A health care insurer has data about all of its subscribers,
including those who defaulted on payments and those who generated above
average claims. Today these organizations use statistical techniques to esti-
mate the overall average figures to help plan the future. If only they could
understand the data for each individual patient (or group of similar patients)
in detail – they could use patient history as recorded in the data, to help
make management or clinical decisions. As these decisions would be based on
actual outcomes, this would truly be evidence-based care planning.

8.2.1 Decisions From the Data

Look at aspects of business knowledge we can discover, or the “decisions from
data” which can be made:

• Marketing. One can tell from results of past sales campaigns who is likely
to buy what and when

• Forecasts. Can past demands for a resource be used to forecast the pattern
of demand for upcoming weeks or months?

• Customer loyalty. Some people transferred to another health insurer last
month; can one detect the “signature” of those who defected? Can it be
determined which are profitable clients whom one wishes to recapture?
Can one identify others like them who may be at risk of detecting and
thus plan pre-emptive offerings to keep the profitable ones?

• Fraud. When did it occur and what were the key signs? Do other cases
show the same signs?

Provided the relevant data has been collected, is available and reasonably
accurate, the answers to these questions, as well as host of others, may be
hidden in the organization’s data. Yet it is the volume of data collected that
makes it impossible for humans to understand.

8.3 Data Mining: A New Approach to Information
Overload

Many vendors, consultants and analysts make data mining appear complex,
difficult, mysterious and expensive. It may sometimes be complex (involving
many parts), but it need not be mysterious or difficult.

Data Mining simply means:

8.3.1 Finding Patterns in Data, which we can use to Better,
Conduct the Business

Some people, especially in the United States, use the term knowledge discovery
instead of data mining. In this section, the terms knowledge discovery and data



220 8 Data Mining: an Introduction – Case Study

mining are used interchangeably. Both describe the process of discovering a
non-obvious pattern in data that can be used to for making better business
decisions.

It turns out that vast majority of applications boil down to finding a
relatively small number of types of data patterns. Here are some examples:

• Classification. To which set of predefined categories does this case belong?
In marketing, when planning a mail shot, the categories may simply be
the people who will buy and who will not buy. In health care, they may
be high-risk and low-risk patients.

• Association. Which things occur together? For example, looking at shop-
ping baskets, one may find that people who buy beer tend also to buy nuts
at the same time.

• Sequence. Is essentially a time-ordered association, although the associated
events may be spread far apart in time. For example, one may find that
after marriage, people buy insurance.

• Clustering or Segmentation. Is like classification except that the cate-
gories are not normally known beforehand. We might look at a collection
of shopping baskets and discover that there are clusters corresponding
to health food buyers, convenience food buyers, luxury food buyers and
so on.

Data mining is not mysterious; it is simply applied common or business sense.

8.3.2 Data Mining can be Breakthrough Technology

For the first 25 years of computing, the emphasis was on automating existing
business processes. Order entry systems became online transaction process-
ing systems, and existing manufacturing, accounting and other systems were
implemented in the computer. During the last 10 years much of the emphasis
has been on managing these automated processes better. Executive Informa-
tion Systems (EISs), management reporting tools and more recently Online
Analytical Processing (OLAP) tools have allowed management to observe the
performance of the business as recorded by these computerized processes.

Data mining is evolutionary, in the sense that is an extension of the EIS.
It can be used simply to uncover more subtle patterns in the data that help
optimize the existing processes.

However, data mining can also be revolutionary; it can enable new, proac-
tive business processes. The main reason for this is that in the era of the EIS,
and with many OLAP tools, only summary information is available. These re-
ports might indicate that fraud is a problem, but unless the detailed transac-
tions are retained, there is no possibility to identify individual frauds. Another
example is that until recently, banks charged one standard rate of interest on
loans, depending on the circumstances of the borrower. This means that there
are higher and lower risk borrowers in each interest rate band, the low risk
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borrowers are paying more than they should, effectively subsidizing the higher
risk borrowers. With modern data ware houses and data mining tools, it is
possible to segment customers according to the risks involved ultimately to
charge an interest rate based on individual cases, rather than average risk.
This model of lending is fundamentally different process from that based on
average risk.

8.3.3 Data Mining Process in an Information System

Many enterprises now have a multilevel-information hierarchy. Business trans-
actions are captured in an online database. This is optimized for high through-
put and high security of transactions. This usage is incompatible with the
requirements for analysis and management reporting. Every CIO dreads the
killer SQL statement that could lock up the entire transaction database for
minutes and end annoying and possibly losing the customer and staff.

For this reason, many have implemented a data warehouse. A data ware-
house can be a complete copy of all the transaction information together with
customer and product details. The warehouse is, however, free of the require-
ment to complete thousands of online transactions a second. It is organized to
support queries, report writing and deeper analysis of information. Typically
a warehouse is topped up with the most recent transactions from the online
database (say) hourly, or overnight.

Such a warehouse rapidly becomes very large, and different departments
tend to want to look only at different subsets of the data. For this reason,
some companies are implementing data marts, effective departmental subsets
of the enterprise data warehouse.

The only real prerequisite for data mining is a business problem plus rel-
evant data. So data mining can be carried out on any data source. However,
pattern finding is very demanding of computer power so it is unusual to mine
the transaction database directly. More typically, mining is carried out on a
data warehouse or data mart.

It is also common for data mining to require, or benefit from, additional
data. This is often brought – in-geo-demographic or customer lifestyle data,
which is combined with the organization’s data about their own customer’s
behavior.

Successful data mining requires both business knowledge and some ana-
lytical ability. In the past experience, the former has proven most crucial, as
business knowledge and common sense can go a long way toward steering the
user into reasonable use of data mining tools.

In theory, the process of data mining is straightforward. Once a busi-
ness problem has been identified, data, which is likely to have a bearing on
that problem (or all data), is assembled. In practice, this is the most time-
consuming part of data mining; data is rarely complete, and there may be
tedious, but not usually too difficult work to be done in combining separate
data sets.
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Ideally, there will be cases that we think may contain a pattern related to
the goal. Say we are trying to reduce the frequency of cases where there is an
unplanned re-admission of a patient. We study a reasonable and representative
selection of recent cases where such re-admissions occurred and also select
at least an equivalent number of broadly similar cases where there was no
unplanned re-admission. The approach is to divide this data into at least two
subsets. One or more will be used for learning – “training” the models to
distinguish between the re-admitted cases and the others. Different subsets of
the data will be used for testing the ability of the model to correctly predict
whether or not there is a re-admission. The model is used only if it achieves
a consistent, reasonably accurate, prediction on these test cases.

Decisions from Data

The result of data mining is one or more decision models. These must be tested
rigorously. Once tested, these decision models can be deployed in many differ-
ent places throughout the enterprise. For example, a model may be trained to
recognize cases of bad credit risk; this would be deployed at the sales trans-
action (or possibly the sales quotation) process. Another model might alert
management to falling sales (or rising sales); this might be run immediately
after the data warehouse is updated with the most recent transaction infor-
mation. Both these models are intelligent agents, whose intelligence lies in
applying the business rules and patterns learned during the modeling process.

In the health care domain, one might use a model when a patient is to be
admitted for a particular treatment. Such a model, trained with information
obtained from similar past cases, might estimate the total cost of treatment,
or the likely length of stay. If there is enough detail in the past histories, this
model may be able to provide forecasts for that admission, which are more
accurate than assuming the average for the standard procedure in each case.
Whether this is technically possible depends on the richness, accuracy, and
completeness of the available data. Whether or not it is desirable might be a
management or an ethical decision.

Also, as indicated above, models may suggest new processes. In a company,
which sells insurance policies, for example, customer and product segmenta-
tion may indicate success in development of a new product and the customer
group to which it could be profitably promoted.

8.3.4 Characteristics of Data Mining

As indicated above, data mining is normally about detail data (not summary
data). If we want to identify individuals who will respond to a particular
medication we have to look at details of the individual, not some average
across many patients. Of course, if the business question is about summary
data – for example, predicting the total annual costs of a department – then
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it may be appropriate to learn from such total costs. Data mining considers
data at the appropriate level of detail for the business problem.

Data mining, despite the impression given by some is not blundering
blindly about in data hoping to find something interesting. Many years ago
gold miners worked by, washing away mountains. Today, effective miners know
what they are looking for. They take samples before mining in earnest, and
deploy business knowledge (geology, mineralogy and so on) before starting
work.

The best data mining is like this intelligent prospecting. It works best if we
have known patterns to learn from. These might to known clinical successes
and failures, known re-admissions, bad debts, already detected fraud cases or
known of operational failure. In each case, the goal is to learn the signature in
order to recognize these cases again and take action to ensure good outcomes,
prevent bad outcomes or mitigate their effect.

Although this technique of learning in supervised mode (i.e. with known
cases whose signature we are trying to learn) is usually the simplest approach;
it is possible to learn unsupervised. For example, we can apply data mining
techniques to learn normal behavior (without known cases of normal and
abnormal behavior) and so create a model, which will warn of deviations
from the norm, whenever they occur. This is the basis for detecting frauds in
cash transactions, for example.

Understand the Business or Clinical Problem First

As with most projects, the first requirement is to have a clear idea of what
problem we are trying to solve; the more precise this is better. Avoid projects,
which say, “Let’s explore the data and see what we find.” Projects which
say “let’s try and segment our customers into different types” are possible,
though they are often much more tractable if the preferred groupings are first
identified on business grounds (e.g. find high profit and low profit groupings).
The easiest project has a precise focus. “Can the profile of cases which led
to unplanned re-admissions be identified?” Why are they different from other
similar cases? Can better predictions be made for unplanned re-admission?”

This overall approach is summarized as, first define a business goal, then
deploy the data mining technology on the pertinent data and models, then
deploy the models to reap the benefit.

8.3.5 Data Mining Technology

The idea of trying to turn data into useful information is not new. Tra-
ditional techniques include statistical analysis and data visualization (i.e.
plotting graphs and charts), and these are the heart of the most Executive
Information Systems (EIS) or Business Intelligence (BI) products. OLAP (On-
line Analytical Processing) allows users to interactively select subsets of the
total data and produce on-demand management reports.
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With these techniques, however sophisticated, the computer is acting in
a passive role. The user says what set of attributes is to be displayed, and
the computer “merely” computes the relevant graphs and reports. However
visually appealing the graphical displays may become, and no matter how
fluently the user to the can drill into the data to discover more detail, it
remains the responsibility of the user to identify the interesting trends, or
request the fruitful cross-correlation’s. When faced with mountains of data,
even the most diligent user may miss profitable opportunities.

These passive techniques worked well when only 10 or 20 pieces of infor-
mation were available for each case. Then it was possible to examine all the
cross-correlation’s or plot all the combinations of four, five or even six fac-
tors that can be displayed on a computer screen. However, today, hundreds
of pieces of information about each case are available, thousands if we are
including transaction or case histories. Trying to find the appropriate combi-
nation of field values, which best predict a particular set of outcomes is like
searching for a needle in a haystack.

While these passive techniques are important parts of the data-mining
toolkit, the excitement arises from new technologies that actively support the
discovery of new patterns. Using machine learning techniques from artificial
intelligence (for example, neural networks and rule induction), the computer
takes an active role. The user says “devise a method for predicting these busi-
ness goals (it could be store profitability, likelihood of a prospect purchasing
a product, the best treatment for a medical condition) taking given factors
as input.” Typical factors might be customer demographics, geographical lo-
cation of sites, medical history – anything about the situation for which we
have historical data .The algorithms “discover” which factors contribute to
each goal and can consider all factors if necessary. The result is a decision
procedure which, given the values for all the relevant input factors provides
forecast (s) for the business goal(s).

8.3.6 Technology Limitations

It is not algorithms that discover knowledge. The function of an algorithm is
to find a pattern, perhaps a coincidence, in the data. Only human expertise in
the form of knowledge of the meaning and context of the data, can decide both,
how the data might reasonably be analyzed and how to interpret and evaluate
any results produced. It uniquely remains the reasonability of the professional
to rigorously test any model or production and crucially to decide whether to
act on its “recommendations.” This is especially true in the health care and
pharmaceutical area where decisions are literally matter of life or death.

But the people with the business or medical or expertise – often the “data
owners” – are seldom skilled in analysis technologies and even less in machine
learning. Until recently, they required an additional “technology” expert usu-
ally an external consultant, to operate the analysis technology on their be-
half. As the sophistication, and hence the complexity, of analysis techniques
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increases and more different techniques are used together, the gap between
the business professional and the technical analyst widens.

This situation is not ideal in a business sense because:

• The cost of such expertise is high.
• When modeling is complete, the data owner is left dependent on what may

be an external, and still expensive, resource.

Many banks and credit card companies in the United States are under
dilemma because they rely on models built at some considerable expense by
external modeling companies for credit scoring direct marketing. As the pace
of business increases and competitors repeatedly introduce new products to
address gaps and niches in the market, customer behavior changes. Unless
models are constantly updated they become obsolete. But the cost and time
scales of external modeling (and also the costs of deployment) inhibit the
banks from updating their models frequently enough.

The gap between business knowledge and analytical knowledge is even
more important during modeling.

• The data owner is removed from direct participation in the analyses, lim-
iting the use of his business knowledge to a time-consuming feedback
process.

• Yet data mining is really more of an art than science. It is very hard work
to follow train of thought hunches, if the business professional has to keep
telling the technology expert what to do, and then wait minutes or often
hours or days for the result.

8.3.7 BBC Case Study: The Importance of Business Knowledge

SPSS Inc. was retained by the BBC to develop a model that would predict
the audience share that a proposed new TV program would achieve given it
was transmitted at a particular time. This appears to be an ideal data min-
ing application; the BBC has years of historical data showing what audience
share watched each program. However, the context of a TV program is quite
complex. The data includes:

• The proposed TV program (time of showing, genre, target audience type,
star presenter, etc.)

• Preceding and following programs on the same channel
• Programs at the same time or overlapping with proposed program, on

competitor channels
• The weather
• Major public or sporting events
• Time of year (e.g. winter, summer, etc.)
• Whether or not the program is syndicated across many regions
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The project was carried out with one year’s viewing data for prime time,
between 6:00 and 10:00 in the evening. A neural network model was able to
predict audience share within plus or minus four percent. It was not assumed
to be particularly accurate, but the BBC was pleased. The prediction had
similar accuracy to their best program planner’s estimates. It took two years
for these planners to become experts; with data mining the same accuracy is
achieved in a few seconds. And as viewing habits can be changed we could
retrain in a matter of hours to provide an updated model.

But there were some problem programs where prediction was much more
than four percent wrong. This was disappointing and without explanation. It
turned out BBC was very excited about many of results, as the neural network
prediction had matched their own human expert prediction. Armed with this
“confirmation” of their own estimate, they could go back to management
with renewed confidence and look for other reasons why the programs had
under-performed.

While the neural network can make predictions, it is very much a black
box and provides little insight into why the prediction is being made. By
contrast, another machine learning technique, rule induction, does provide an
“explanation” in the form of explicit rules. For the BBC, the induced rules
gave insight into “reasons” for the predictions and how much each factor
contributes to the predicted audience share.

But it is the time for a health warning about these so-called explana-
tions. Rules induced by data mining tools are merely descriptions of patterns
found in the data. They may be explanations “which causal dependency”;
equally they may be coincidences, and they may suggest causality where none
is present. In general, knowledge of the subject is required to decide.

In the BBC project, the rule induction tools generated the following rule:

“Any program (X) which follows the UK soap opera will achieve six
percent less share that if X is put on at any other time.”

We might be tempted to draw the conclusion that UK soap operas are so
bad that they cause the audience to turn off (or switch channels), leaving them
so irritated that they wont turn on (or switch back) for the next program, no
matter how good it is.

However, the expertise of BBC planners immediately provided a much
better explanation. UK soap opera figures were dominated by one program,
East Enders. This achieved the highest market share of any BBC TV program.
So the commercial channels specifically targeted this large audience by putting
on one of their best programs (a crime serial called The Bill) immediately after
East Enders. The data mining had found a compact, accurate description of
a pattern in the data, but it was not an explanation.

This case illustrates the importance of having business knowledge and ex-
perience intimately associated with the data mining and interpretation of the
results. It was the desire to bridge the gap between professional and busi-
ness data owners and the technical analysts and modelers, that led SPSS to
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develop Clementine – an advanced, interactive, data mining system for end-
users.

Project Clementine

In 1992, Integral Solutions Ltd. initiated “Project Clementine”, aiming to
build a comprehensive data mining system accessible to business and profes-
sional end users such as doctors. To make the advanced analysis techniques
available to data owners requires:

• a variety of techniques including visualization , statistics and machine
learning

• packaging with technology details hidden from the user
• delivery in an intuitive, easy – to-learn tool

The main technique to achieve this is “visual programming”. From palettes,
the user selects icons representing data sources, manipulation, graphs, reports,
learning algorithms, etc. The icons are connected to define data flows, and
edited through pop-up dialogues to define the details of the processing in-
volved. The stream of icons provides a natural representation of the screen of
the data mining process.

Users are encouraged to interact with data. Data features and patterns –
a cluster, for example – can be identified using the mouse; users then generate
icons that select cases corresponding to the defined regions. These facilities
allow rapid data exploration, and formulation and testing of hypotheses based
on observed features.

The configuration of the machine learning engines is automatic. Users
express only high-level preferences – such as “favor generality over accuracy”–
and Clementine configures the tools by considering both user input and by
examining the structure of the data. The user is protected from consideration
of the details of the technologies involved. (Tools can also be used in “expert”
mode.)

Feedback from users suggests that this approach does indeed make sophis-
ticated analyses accessible to professional and business users. Clementine is
now in use in such areas as: banking, insurance, telecom, electricity, real-time
financial trading, dentistry, childcare, pharmaceuticals and toxicology; with
users ranging from IT specialists and dedicated data analysts to financial
managers and biochemists.

In health care, the duty of care which physicians and management owe
to patients requires that responsible professionals are fully involved in, and
fully comprehend the implications of the decision models, which influence the
choice of patient care. A user interface such as that of Clementine makes this
possible.
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8.3.8 Some Medical and Pharmaceutical Applications of Data
Mining

Described briefly are two applications of data mining in science and medicine:

• Drug discovery. Very large databases now exist describing the composition
and properties of countless chemical compounds. Data mining is now being
used by pharmaceutical companies to research for promising substances
that may from the basis of new drugs.

• Skin corrosively. Univeler’s Colworth laboratory in the UK is responsible
for assessing the effect on the human skin of possible new cosmetic, skin
care and household products. At present, there is great reliance on animal
testing. Data mining is being used to learn the known effect on the skin
of known chemicals and hence, predict the effect of new preparations. The
effect is to allow much more the screening to be done using computers and
reducing the need for animal testing.

The range of applications is limited only by the availability of systematic data.

8.3.9 Why Does Data Mining Work?

Data mining can be remarkably effective and can find patterns and relation-
ships that elude other techniques. Some of the reasons for this are:

• Since it works simply by learning from data it can (with right tools) be
easy-to-use. This means business experts can contribute directly. This con-
tribution often provides the magic ingredient.

• Results of data mining are very easy to test. Since the goal is to “predict”
the past, the results are known; accuracy of the models can easily be
determined.

• Models are rooted directly in the business experience. We do not have to
depend on the skills or intuition of a programmer to synthesize a model.
They are created automatically from the data and represent an unbiased
distillation of the business experience.

• Decision models are generated automatically. This is a fast, cost-effective
procedure and there should be no (programming) errors in the model.

• Models are easily updated by re-learning.
• Many of the techniques can handle many input factors (Clementine has

used 7000/record) while the same techniques can ignore input factors,
which don’t contribute to a particular decision.

• Some of the techniques, notably neural networks, can discover complex
non-linear models. It takes considerable expertise in classical statistics to
deal with non - linear relationships.

• Good data mining tools (Such as Clementine) allow users to mix and
match many techniques to solve problems. User’s confidence in the results
is increased if multiple techniques are deployed, and they all provide similar
predictions.
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8.4 Summary

Data mining is a new approach to finding patterns in data. In addition to
using traditional techniques of data visualization and statistics the modern
data mining toolkit includes machine-learning algorithms. These algorithms
synthesize the models directly from data. The key to successful data min-
ing is to define the business or clinical problem to be solved. New knowledge
is not discovered by the algorithms, but by the user. The user’s business
or clinical knowledge is essential to determine what factors to consider for
particular applications, and how the various input factors may need to be
combined. Clinical, business or scientific expertise is always required to deter-
mine whether models can safely or usefully be employed. Some data mining
tools like Clementine package the techniques so they can be used directly by
and the results can be understood by business or clinical professionals.

8.5 Review Questions

1. What is data flood?
2. What are the data mining technology limitations?
3. Explain about the mining in BBC – Case study
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Data Mining & KDD

Objectives:

• In this section, the ideas of Data Mining and KDD process are presented.
• The objective of data mining is to convert data and information into prof-

itable knowledge for actionable strategic decisions.
• DMI: Data mining is traditional data analysis methodology updated with

the most advanced analysis techniques applied to discovering previously
unknown patterns.

• DMII: Data Mining is the activity of extracting hidden information (pat-
tern and relationships) from large databases automatically: that is, with-
out benefit of human intervention or initiative in the knowledge discovery
process.

• DMIII: Data Mining is the step in the process of knowledge discovery in
databases, that inputs predominantly cleaned, transformed data, searches
the data using algorithms, and outputs patterns and relationships to the
interpretation/evaluation step of the KDD process.

• KDDI: Knowledge discovery in databases in a process that requires
hypothesis or model formulation, hypothesis or model testing, and deriv-
atively all the data, techniques, and sub-processes necessary to bring
hypothesis or model testing to a successful conclusion.

• KDDII: True knowledge discovery in databases is the process of automated
data mining applied without benefit of human intervention or initiative.

• KDDIII: “Knowledge discovery in databases is the nontrivial process of
identifying valid, novel, potentially useful, and ultimately understandable
patterns in data.”

• The historical roots of data mining come primarily from two different
directions: from statistics and from artificial intelligence.

• The statistical culture in data mining emphasizes the role of predictive
modeling (PM). The artificial intelligence culture emphasizes the role of
knowledge discovery (KD).

S. Sumathi and S.N. Sivanandam: Data Mining & KDD, Studies in Computational Intelligence

(SCI) 29, 231–241 (2006)
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• We discuss these two data mining cultures and some key issues in data
mining from this perspective.

• The PM tradition favors accuracy over understandability; the KD culture
favors understandability over complexity.

Abstract. In this section, the ideas of Data Mining and KDD process and cultures
of data mining taken from National Center for Data Mining, University of Illinosis
at Chicago are presented.

The objective of data mining is to convert data and information into profitable
knowledge for actionable strategic decisions. The process consists of three elements:
data, mining and business issue. The data involved are large databases of geo-
demographic, demographic, transactional and relationship type, obtainable from
inside as well as outside the organization. They are both current/instantaneous and
historical in nature. The mining process can go back to query systems and OLAP (on
line analytical processing). However, we shall limit ourselves to the knowledge discov-
ery part of data mining. Knowledge discovery is driven by advances in technologies,
in particular, in Information Technologies, computing power, software performance,
machine learning, and optimization. It allows us to dig deep into masses of data to
detect hidden patterns, interesting behaviors useful trends or niche profiles that we
had not suspected to exist. In order to detect these useful elements for particular
decision, the business issues have to be addressed. The strategy has to be clearly
articulated with well-defined business objectives. In a practical approach to data
mining, other factors such as data mining tools, infrastructure, data management
system, human expertise, solution architecture, and the use of data also contribute
to the success of data mining endeavor. In this section, we also discuss these two
data mining cultures and some key issues in data mining from this perspective.

9.1 Data Mining and KDD – Overview

Data mining is an idea based on a simple analogy. The growth of data ware-
housing has created mountains of data. The mountains represent a valuable
resource to the enterprise. But to extract value from these data mountains,
we must “mine” for high-grade “nuggets” of precious metal – the gold in data
warehouses and data marts. The analogy to mining has proven seductive for
business. Everywhere there are data warehouses, data mines are also being
enthusiastically constructed, but not with the benefit of consensus about what
data mining is, or what process it entails, or what exactly its outcomes (the
“nuggets”) are, or what tools one needs to do it right.

Data mining as a field is not yet through with the process of definition and
conceptualization of the scope of the field. There are at least three distinct
concepts of data mining that are being used by the practitioners and vendors.

DMI: Data mining is traditional data analysis methodology up-
dated with the most advanced analysis techniques applied to discov-
ering previously unknown patterns. A specific instance of this concept
is stated more explicitly and with a more commercial orientation is provided
by the SAS Institute [http://www.sas.com/feature/4qdm/whatisdm.html].
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SAS defines data mining as the process of selecting, exploring, and mod-
eling large amounts of data to uncover previously unknown patterns for a
business advantage.

In specifying its notion of data mining further, SAS describes it as involv-
ing a five-step process: Sample, Explore, Modify, Model, and Assess, or the
acronym SEMMA. The difference between SEMMA and traditional method-
ology used in statistical analysis is hard to see with the naked eye, though
we emphasize that methodology and tools or techniques are different things,
and we are certainly not saying that because SAS’s SEMMA methodological
approach is traditional, but it would not or could not incorporate the most
advanced data mining tools.

DMII: Data mining is the activity of automatically extracting
the hidden information (pattern and relationships) from large data-
bases: that is, without benefit of human intervention or initiative
in the knowledge discovery process. In this view, data mining is knowl-
edge discovery in databases or at least it is automated knowledge discovery
in databases.

DMII is the data-mining concept implicit in the advertising collateral of
many specialized data mining companies. Customers are promised an auto-
matic process of model development that requires little or no human interac-
tion from sophisticated data analysts. The data mining package supplies the
necessary high quality analysis, and business users are promised that they
can achieve knowledge discovery and predictive success on their own with lit-
tle investment of time or effort compared to what is necessary with nondata
mining (often labeled as traditional statistical) techniques. We do not see this
concept as much outside of the vendor literature, but it is either present or
closely approached in many articles on data mining. It advocates drawing a
sharp distinction between data-driven tools using automated discovery-based
approaches and user- or verification-driven tools using hypothesis-testing ap-
proaches. The hypothesis-testing tools are seen as the ones limited by the
skill and experience of humans, while the data mining tools are seen as free
of human initiative or assumption, and empowered by pattern-matching algo-
rithms. Most importantly, the hypothesis-testing tools are seen as “verifiers”,
while the data mining tools are seen as “discoverers”.

DMIII: Data mining is the step in the process of knowledge
discovery in databases, that inputs predominantly cleaned, trans-
formed data, searches the data using algorithms, and outputs pat-
terns and relationships to the interpretation/evaluation step of the
KDD process. DMIII is the statement of the view of data mining emerging
from the 1994 AAAI workshop on KDD, the KD Mine [http://www.kdnuggets.
com], and S*I*FTWARE [http://kdnuggets.com/siftware.html] web sites and
the recent Advances in Knowledge Discovery and Data Mining volume
(U. Fayyad, G. Piatetsky-Shapiro, P, Smyth, and R. Uthurusamy (eds.), 1995).
The definition clearly implies that what the data mining (in this view) dis-
covers is the hypotheses about patterns and relationships. Those patterns
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and relationships are then subject to interpretation and evaluation before
they can be called knowledge.

The commitment to search algorithms in DMIII does not imply a com-
pletely automated data mining process. Data analyses must be algorithms
with some degree of search autonomy to qualify as instances of data mining,
but they will also use human initiative in the areas of background knowledge
(a specification of which is required for applying some machine learning and
case-based reasoning techniques), model selection and specification, input and
output variable selection and specification, in constraining model parameters
and in other ways. In short, the data mining process described by those ad-
hering to DMIII is one in which automated search algorithms play a vital role
in complex iterative “interaction, protracted over time, between a human and
a database.”

9.1.1 The Idea of Knowledge Discovery in Databases (KDD)

The three definitions of data mining are also closely associated with three
apparently different concepts of KDD. DMI is associated with no explicit
concept of KDD. But for the purposes of discussion, we will assume that
supporters of DMI believe that KDD refers to a process that uses computer-
based data analysis as a primary means of investigation, and that produces
scientifically validated knowledge. Here are the three KDD concepts.

KDDI: Knowledge discovery in databases in a process that re-
quires hypothesis or model formulation, hypothesis or model test-
ing, and derivatively all the data, techniques, and sub-processes
necessary to bring hypothesis or model testing to a successful con-
clusion. In this view, data analysis includes both exploratory and confirma-
tory data analysis, and the latter is necessary for hypothesis or model testing.
That outcome of hypothesis or model testing is knowledge discovery, even if
the knowledge discovered is a negative finding that some hypothesis or model
is not knowledge.

KDDII: True knowledge discovery in databases is the process
of automated data mining applied without benefit of human inter-
vention or initiative. According to this view there is no distinction between
data mining and KDD. The data mining does not just generate hypotheses. It
produces valid knowledge that business can apply without fear of bad results.

KDDIII: “Knowledge discovery in databases is the nontrivial
process of identifying valid, novel, potentially useful, and ultimately
understandable patterns in data.” Further, this process includes five
steps: data selection, data preprocessing, data transformation, data min-
ing and interpreting, and evaluating mined patterns and relationships. This
process is interactive and interaction with KDD users is heavily involved at
every step. Many loops may occur between steps. There is no deterministic
progression assumed from one step to another. Also, the interpretative and
evaluative step can involve returns to any of the previous steps, any number
of times.
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9.1.2 How Data Mining Relates to KDD

The relationships between data mining and KDD are different for the three
approaches generated by the DM/KDD pairs, and are implicit in the defini-
tions already presented. We will consider these implications in the same order
the contrasting DM and KDD concepts were presented.

Traditional Data Mining

DMI and KDDI, equate data mining with KDD and since they do not
distinguish it from previous investigative processes, they essentially equate
both with previous investigative processes and methodologies of analytical
and statistical modeling. SAS’s SEMMA data mining process could be used
equally well to describe traditional processes of analysis followed for years by
SAS users. Some of the tools, such as Neural Networks and Tree-based models
may be different, but the patterns of investigation, and more important, of
validation, are essentially the same. It is hard to escape the conclusion that for
this approach, data mining is traditional modeling and analysis updated with
the addition of some new technique and incorporated into the commercially
relevant data warehouse framework.

In drawing this conclusion, we do not mean to be pejorative or to express
criticism for traditional approaches. If the DMI/KDDI explication of data
mining makes the most sense for further development of the field, so be it.
But it is important to recognize the approach for what it is, and to refrain from
claiming methodological novelty, when we are really talking about progress in
software and hardware tools for data analysis.

In the DMI/KDDI approach, also, data mining is not restricted to the
step of hypothesis formation. The SEMMA model assessment step is a vali-
dation step. That is why data mining and KDD can be so easily equated. But
though data mining and KDD are equated, the data mining/KDD process is
not viewed as fully automated. The traditional approach recognizes the vital
role of human-initiated hypothesis and model formation, and computer-based,
partly automated, exploratory and confirmatory data analysis in data mining.

Automated Data Mining

The DMII and KDDII definitions of data mining and knowledge discov-
ery in databases also equate the two. But in contrast to DMI/KDDI, they
imply that automated data mining, as expressed by DMII, includes both
hypothesis formulation and scientific validation in the algorithmic
process. That is why, it is logically consistent for proponents of DMII to
claim that data mining and knowledge discovery are one and the same, and
it is also the reason why they view the knowledge discovery process as one
that excludes human intervention or initiative. But are there any commercial
data mining products, or even any research efforts that fit this definition? The
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answer is: it depends on what we mean by scientific validation of KDD, a mat-
ter on which there is far from universal agreement. All data mining products
produce patterns and relationships from appropriate data input. So, all can
produce hypotheses. But products may vary in the specific validation criteria
they use empirical fit to sample data mining process. All data mining prod-
ucts seem to use empirical fit to sample data, as a general validity criterion,
but the specific algorithms evaluating empirical fit may vary from product-
to-product, and the criteria for measuring empirical fit may also vary. Also
empirical fit of patterns to data is not the whole story, sometimes patterns can
be over fit to data, and different products employ different tests of over fit.

Apart from empirical fit of patterns to data, there are many other valida-
tion criteria that can be applied to interpretation and evaluation of the results
of data mining. To fully understand this, it is necessary to step back from the
perspective of one or two products of a particular type, and to recognize that
there are many data mining models out there, and they offer alternative the-
ories of data. Which one is the right one for our data mine? If we compare
the results of a number of alternatives, what criteria do we use to compare
them? What if all fit the data well empirically, but the criteria of empirical fit
are either not readily compared because of the use of different fit statistics, or
a comparison is not meaningful because we cannot tell which model involves
over fitting? What if the same data-mining product has generated alternative
patterns based on slightly different input assumptions with number material
difference in empirical fit? How do we choose then?

Recent KDD research has specified a number of criteria apart from em-
pirical fit to sample data as relevant including: predictive validity on new
data, novelty of the patterns discovered by the data-mining tool, pragmatic
utility of the patterns as measured by some utility function, ultimate un-
derstandability of the patterns, and a composite of these called “inter-
estingness.” However, even though these criteria can be listed, research on
applying them is not far advanced, and promises to be difficult to implement.
Nor are these criteria in any sense exhaustive. Almost anyone in the KDD
field today could specify additional criteria or alternatives for at least some
of the criteria of validation and provide an equally plausible defense of these
as reasonable validation criteria.

Validity criteria in KDD are a developing area of research, and there is no
consensus yet on standards, procedures, or algorithms for measuring validity.
Without such a consensus the DMII/KDDII concept of automated data min-
ing is premature. The results of data-mining activities cannot now be validated
by an algorithm or algorithms incorporating generally agreed upon validity
standards. And there is no prospect that such validation will be available in
the near future.

So, whatever the preferences of advocates of the DMII/KDDI position, the
outcome of current automatic data mining investigations in the DMII/KDDII
sense, must be viewed as highly hypothetical, exploratory in nature, and
subject to a careful validation analysis before they are relied on for practical



9.1 Data Mining and KDD – Overview 237

applications considering the exploratory nature of results using the automated
data mining perspective, we believe that vendors and consultants who are sell-
ing data mining on the basis of the DMII/KDDII position, are overselling data
mining.

Data Mining as Part of KDD

The DMIII/KDDIII position is probably the one with the most current mo-
mentum. It attempts to distinguish data mining from traditional analyses
by emphasizing the automated character of data mining in generating pat-
terns and relationships, but it also clearly distinguishes the data mining from
knowledge discovery, by emphasizing the much broader character of KDD as
an overarching process, including an interpretation and evaluation step dis-
tinct from data mining and relying more heavily on human interaction. In a
very real sense DMIII/KDDII is a middle way between the other two positions.

But if DMIII/KDDIII is a middle way, that does not necessarily, mean
it is the right way. Sometimes compromises are just unstable platforms for
methodological development. DMMII/KDDIII seems to postulate no differ-
ence from the traditional data mining approach in the area of validation or
confirmatory analysis. The difference is in the area of exploratory data analy-
sis where practitioners holding this position emphasize the use of automated
methods to generate patterns, while practitioners of DMI/KDDI do not talk
quite so much about automation, but talk more about using a variety of tech-
niques including human initiative to guide exploratory analysis. But is this
difference a real methodological difference between the two camps, or just a
way of maintaining a distinct identify of placing old wine in new bottles?

Current studies by participants in the KDD group make overwhelmingly
clear the exhaustive interaction between human and machine that is part
of the data mining process in a real KDD project. The iterative process to
prepare for data mining and to implement it follows the careful investigative
pattern of traditional analysis. The algorithmic techniques are more powerful
than they were ten years ago, but there is no methodological requirement that
pattern generation be guided solely by automated data mining techniques.
Instead, the requirement is a focus on techniques with a certain degree of
search autonomy – a small difference from the viewpoint of traditional data
mining at best.

9.1.3 The Data Mining Future

The data mining foreseeable future will involve an appreciable human compo-
nent, whether we are taking the viewpoint of either DMI or DMIIII. The prob-
lems inherent in model and variable selection, in measurement and dynamic
model construction, and in pattern validation methodology all guarantee that.

But, it is also true that we will continue to make progress in the area of
adaptive intelligence that underlies data mining. DMII/KDDIII may be an
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invalid construct now, but research on computational models of theory eval-
uation will eventually bring us much closer to having measurement models
of theory evaluation will eventually brings us much closer to having mea-
surement models of validity and to having agreement on both the models
and the criteria they incorporate. Also, the new analysis techniques (Neural
Networks, Genetic Algorithms, Machine Learning, Bayesian Belief Networks,
Fuzzy Engineering, Chaotic Dynamics, etc.) that have come to prominence in
the last 10 to 15 years, and that are now becoming fully commercialized, will
continue to advance in power and sophistication and to become more fully in-
tegrated in analysis methodologies that we can partially automate. For now,
the practical task at hand is to bring to bear the most powerful analytical
techniques at our disposal to the problem of making private and public enter-
prises more adaptive. Practically speaking, this means analysis of enterprise
performance in all its aspects through the use of the data in data warehouses
and data marts. Exploratory analysis of this data is called data mining (DMI
and DMII). Sometimes confirmatory data analysis is also included in data
mining (DMI). The important thing is that, for the foreseeable future, good
data mining cannot be done without significant human interaction between
a human data miner and the computer-based software extension. That is be-
cause data mining is not automatic. And the dream of making it so is, at best,
an ideal motivating long-term development.

9.2 Data Mining: The Two Cultures

Data mining is about finding patterns in data. The importance of data min-
ing has grown dramatically as the amount of archived and warehoused digital
data has grown. The historical roots of data mining come primarily from two
different directions: from statistics and from artificial intelligence. The statis-
tical culture in data mining emphasizes the role of predictive modeling (PM).
The artificial intelligence culture emphasizes the role of knowledge discovery
(KD). In this section, we discuss these two data mining cultures and some key
issues in data mining from this perspective.

9.2.1 The Central Issue

The central issue is simple. To illustrate it, consider using data mining for
fraud detection. In the PM tradition, given a credit card transaction, telephone
call, or insurance claim x, the goal is to predict whether x is fraudulent as
accurately as possible. This is usually considered to be a classification problem
(0 means no fraud, 1 means fraud). A classifier examines the attributes of x
(such as the number of transactions during the past hour) and returns as 0
or 1, indicating whether the transaction is fraudulent or not.

Generally, more accurate classifiers are more complex. For example, a good
fraud classifier for a large data set using a tree-based classifier might contain
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thousands of nodes. At best this is difficult to interpret. This is a basic trade-
off. In the PM tradition, increased accuracy is traded for ease of interpretation.

On the other is the KD tradition, the goal is to extract useful from large
data sets. To be useful, these facts must be easily interpretable and easily
actionable. For example, an algorithm for extracting shallow trees might reveal
that low dollar transactions at each machines outside of certain retail stores is
highly correlated with fraud. The action here might be to put in place a rule,
which defers subsequent transactions for certain types of high priced retail
goods. This illustrates another basic trade-off. In the KD tradition, ease of
interpretation and implementation is trade for accuracy.

9.2.2 What are Data Mining and the Data Mining Process?

Data mining is one step in the data mining process. The definition of data
mining and of the data mining process differs somewhat between the two
cultures.

A standard definition of data mining from the KD perspective is given by
Fayyad, Piatesky-Shapiro, and Symth (1996): “Knowledge discovery in data-
bases in the nontrivial process of identifying valid, novel, potentially useful
and ultimately understandable patterns in data.”

Here is the PM perspective: Data mining is the automatic discovery of as-
sociations, clusters, changes, patterns, anomalies, and other significant struc-
tures in large data sets and the exploitation of these discoveries to improve
predictive modeling.

Recall that the data mining process consists of a sequence of steps, which
are usually repeated, in an iterative fashion. The process typically includes,
1) data preparation and cleaning, 2) data warehousing, 3) identifying rele-
vant predictive attributes, 4) computing derived attributes, 5) data reduction
and attribute projection, 6) extracting patterns relevant to the predictive
attributes using one or more mining algorithms, 7-pm) predictive modeling,
7-kd) knowledge extraction 8-pm) scoring of operational and warehoused data
8-kd) interactive data analysis and discovery 9) validation, report preparation,
and related activities, and 10) repeating the process as necessary.

Here Steps 7 and 8 are slightly different in the two traditions and is indi-
cated by using the suffixes pm or kd. Data mining projects usually incorporate
aspects of both the PM and KD cultures. A common strategy is for groups of
analysts and modelers in an organization to focus on the KD aspects of data
mining and for IT staff with operational responsibility to focus on the PM
aspects of data mining.

9.2.3 Machine Learning

The essence of data mining is machine learning and this is what occurs in
Step 6 above. Both the PM and DM traditions, start with a space of learning
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sets L. Each element of the space is a particular learning set, that is, some
data set which is to be automatically analyzed.

The PM tradition requires a space of models M. In the fraud example
above, M is the space of binary classifiers (0 for normal and 1 for fraud)

In the PM tradition, data mining can be thought of as a map from L to a
space of models M:

L→ M (PM perspective)
The input is a data set and the outputs are (one or more) models: the goal

is to produce as accurate a classifier as possible.
Two measures are relevant here: the detection rate of the model and the

rate of false positive. In practice, increasing the detection rate of model usually
is accompanied by increasing the false positive rate.

The KD tradition replaces the space of models M with a space of assertions
of predicates P. To be more concrete, a simple type of assertion is a conditional:
if X the Y. For example, if a credit transaction is for less than $2 and the
transaction occurs at a gas station, then the transaction is fraudulent. Here
X is the conjunction that the transaction is for less than $2 and occurs at a
gas station and Y is claim that the transaction is fraudulent.

From the KD viewpoint, learning can be thought of as a map from L to a
space of assertions or predicates P:

L→P (KD perspective)
The input is a data set and the outputs are (one or more) assertions. The

goal is for the predicate or predicates discovered to be as relevant and useful
as possible.

Two measures are relevant here. An assertion has confidence c% if c% of
the transactions that contain X also contain Y. An assertion has support s%
if s% of the transactions contain X or Y.

When someone talks about automatically extracting patterns or automat-
ically discovering information, what they really mean is that there is an algo-
rithm which takes a learning set and produces a model (in the PM tradition)
or which takes a learning set and produce one ore more predicates (in the KD
tradition). When there was less digital data and more analysts, automating
this step was not important. Today, with so much more digital data than
can ever be analyzed the automation of this step (Step 6 in the data mining
process) is a key enabling technology for a variety of scientific, engineering,
and business problems.

A deeper understanding of machine learning requires that the two maps
above be understood in a probabilistic framework in the sense that one tries to
understand the probability that the model or assertions produced is accurate.

9.2.4 Impact of Implementation

Here, we discuss some of the practical and organizational issues in data mining
projects. An executive involved in a data mining project is responsible for
making sure that the results of the project can be effectively exploited by the
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organization. For projects with a KD focus this means that the modeling or
analyst group understands the role of data mining for assisting them and are
not threatened by a new technology and that reports summarizing discover is
reach the relevant decision makers. For projects with a PM focus this means
that the operational managers are included in the early discussions so that
the predictive models produced can be easily exploited by the organization.

When designing and implementing data mining systems, the Data-Mining
Administrator (DMA) must understand whether the primary goal is 1) to
improve predictive modeling of an important business process (PM) or 2) to
give analysts and modelers new knowledge and insights (KD). Those offering
professional services involving data mining must also be aware of the same
distinction.

9.3 Summary

This section described an overview of the data mining and KDD. Also it
discussed the two data mining cultures. Both the predictive modeling (PM)
culture and the knowledge discovery culture (KD) are essential to data mining.
In some sense, data mining is about the interaction of these two cultures
and the scaling up of traditional algorithms and systems from small data sets
to the large datasets, which are common today. Machine learning is a step in
the data mining process. In the PM culture, this step takes a learning set and
produces one or more predictive models. In the KD culture, this step takes
a learning set and produces one or more assertions (which are interpreted
as discovered knowledge). The essence of data mining is that data mining
automates this. With the amount of data growing so quickly it is simply
number longer practical to develop all predictive models or assertions by hand.

The PM tradition favors accuracy over understandability; the KD culture
favors understandability over complexity. Developing a good practical solution
to a data mining problem understanding both the PM and KD perspective and
implementing a solution by incorporating technique from both cultures. Some
problems benefit from viewpoint emphasizing the PM perspective, others from
a viewpoint emphasizing the KD perspective. It is important to understand
both cultures and the expectations and objectives of the project team if an
appropriate data mining solution is to be successfully developed.

9.4 Review Questions

1. Describe the five step process involved in SAS
2. Differentiate DMI, DMII and DMIII
3. Differentiate KDI, KDII and KDIII
4. What is traditional and automated data mining process?
5. What is the importance of machine learning in the discovery process?
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Statistical Themes and Lessons for Data
Mining

Objectives:

• Data mining is a growing discipline, which originated outside statistics in
the database management community, mainly for commercial concerns.

• We examine here data mining definitions, tools, and how data mining could
be used in official statistics.

• Data mining is made on the interface of computer science and statistics,
utilizing advances in both disciplines to make progress in extracting infor-
mation from large database.

• This chapter highlights some statistical themes and lessons that are di-
rectly relevant to data mining.

• Attempts to identify opportunities where close cooperation between the
statistical and computational communities might reasonably provide syn-
ergy for further progress in data analysis.

• This section briefly describes some of the central statistical ideas we think
relevant to data mining.

Abstract. Data mining is a new field at the frontiers of statistics and information
technologies (database management, artificial intelligence, machine learning, etc.),
which aims at discovering structures and patterns in large datasets. We examine
here its definitions, tools, and how data mining could be used in official statistics.

Data mining is on the interface of computer science and statistics, utilizing ad-
vances in both disciplines to make progress in extracting information from large
database. It is an emerging field that has attracted much attention in a very short
period of time. This section highlights some statistical themes and lessons that are
directly relevant to data mining and attempts to identify opportunities where close
cooperation between the statistical and computational communities might reason-
ably provide synergy for further progress in data analysis.
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10.1 Data Mining and Official Statistics

Data mining is often presented as a revolution in information processing. Here
are two definitions taken from the literature:

U.M. Fayyad: “Data mining is the nontrivial process identifying valid,
novel, potentially useful, and ultimately understandable patterns in data.”

D.J. Hand: “Data mining (consists in) the discovery of interesting, unex-
pected, or valuable structures in large data sets.”

The development of data mining is related with the availability of very
large databases and the need of exploiting these bases in a new way.
As J. Friedman in 1997 pointed out, the database management community
has become recently interested in using DBMS for decision support. They re-
alized that data, which have been collected for management organization such
as recording transactions, might contain useful information for, e.g., improving
the knowledge of, and the service to, customers.

The metaphor of data mining means that there are treasures (or nuggets)
hidden under mountains of data, which may be discovered by specific tools.
Of course this is not a new idea and there has been many developments
in statistical methodology, which were oriented toward the discovery of pat-
terns or models through techniques like EDA (exploratory data analysis) and
multivariate exploratory analysis (dimension reduction methods: component,
correspondence and cluster analysis among many others).

10.1.1 What is New in Data Mining is:

The availability of very large databases, which makes obsolete classical de-
finitions of large samples: billions of records, terabytes of data are not un-
usual. More and more data are collected automatically, the massive use of
new techniques coming from the computer science community like neural net-
works, decision trees, induction rules; commercial interests in valorizing exist-
ing information in order to propose individual solutions to targeted customers;
new software packages, more user friendly, with attractive interfaces, directed
as much toward decision makers as professionals analysts, but much more
expensive!

It is interesting to remark that statisticians (those who are not reluctant to
this new trend?) prefer the expression data mining, while computer scientists
use knowledge discovery, but it is more a matter of expressing a belonging to
a community than a real difference.

10.1.2 Goals and Tools of Data Mining

The purpose of data mining is to find structures in data. Following D. Hand
in 2000, there are two kinds of structures that are sought in data mining ac-
tivities: models and patterns. Building models is a major activity of many
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statisticians and econometricians, especially in NSI [National Statistical In-
stitutes], and it will not be necessary to elaborate too long on this. Let us say
that a model is a global summary of relationships between variables, which
both helps to understand phenomenons and allows predictions. Linear mod-
els, simultaneous equations are widely used. But a model is generally chosen
on an a priori basis, based upon a simplifying theory. Exploration of alter-
native models, possibly nonlinear or in a nonclosed mathematical form, is
made feasible by DM algorithms. DM appears then as a collection of tools
presented usually in one package, in such a way that several techniques may
be compared on the same dataset.

DM does not reduce to decision trees, neural networks, or genetic algo-
rithms, as some software vendors claim. DM algorithms offers extensive possi-
bilities of finding models relating variables together: we have mentioned neural
networks, decision trees, which finds nonlinear models, graphical models (or
Bayesian belief networks), etc. give a valuable representation of relations
between variables.

In contrast to the global description given by a model, a pattern is often
defined as a characteristic structure exhibited by a few number of points:
for instance a small subgroup of customers with a high commercial value, or
conversely highly risked. Tools involved here are often cluster analysis, which
is a well-known statistical technique, and also Kohonen self-organizing maps,
based on neural networks.

Association rule discovery, or market basket analysis, is one of the favorite
and perhaps new tools of data mining: its origin is in analyzing purchases in
supermarket: one is interested in the percentage of customers whose purchase
simultaneously two goods, more precisely in identifying couples of goods. A, B
with high conditional probabilities of purchasing A, given that B is purchased.
Of course the result is interesting only if P (A/not B) is low. The problem in
pattern discovery is to be sure that patterns are real and useful: the probability
of finding any given pattern increases with the size of the database. It is thus
necessary to develop validation rules, and in this respect processing the whole
database is not the best thing to do: sampling (or splitting the base into several
sets) will be better than exhaustive processing. One should test if a model or
a pattern remains valid in another part of the base than the one that has been
explored. Usefulness should also be tested: associations are only correlations,
and not causation and it is sure that promoting B will mechanically increase
the purchase of A.

10.1.3 New Mines: Texts, Web, Symbolic Data?

Besides classical database where data is usually presented in the form of a
rectangular array, new kinds of data are now present: Symbolic data, such
as fuzzy data or intervals: the data is not known precisely but belongs to an
interval, with or without a probability distribution.
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Text mining: Most of the information that circulates is now digitized as
word processor documents, and powerful techniques are currently available
for a wide variety of applications. For example, one can categorize informa-
tion from news agencies; analyze patent portfolios, customer complaints; clas-
sify incoming e-mail according to predefined topics, group-related documents
based on their content, without requiring predefined classes; or assign docu-
ments to one or more user-defined categories.

Web mining is a new concept for statistical analysis of Website information
(text mining) or frequentation, as well as of the behavior of the Web surfers.

10.1.4 Applications in Official Statistics

Of course in National Statistical Institutes there has always been some use
of exploratory Data analysis, or of model choice algorithms, but as far as
we know it seems that there are few, if not none, known applications of data
mining techniques in the meaning of trying to discover new models or patterns
in their databases by using the new tools described before.

It is not surprising because the main task of NSI is data production, and
analysis is often done by different institutes. Furthermore it seems that the
idea of exploring a database with the objective of finding unexpected patterns
or models is not familiar to official statisticians who have to answer precise
questions and make forecasts. One may consider that official statisticians are
experts and do not need DM, which is an automatic process for end users
who do not know what is hidden under their data. Statistical analyses are
done generally if they can be repeated in a production framework. But as far
as NSI manage large databases on population, trade, agriculture, companies,
there is certainly great potentialities in exploiting their mines of data.

Let us point out a few fields where data mining tools could be useful:
Business statistics with special mention for innovation policy, financial

health household equipment and savings health statistics, more precisely mor-
tality and morbidity, in order to detect unexpected risk factors analysis of
metadata information by means of text mining.

10.2 Statistical Themes and Lessons for Data Mining

Sta-tis-tics (noun). The mathematics of the collection, organization, and in-
terpretation of numerical data, especially the analysis of population charac-
teristics by inference from sampling (American Heritage Dictionary).

Statistics is enjoying a renaissance period. Modern computing hardware
and software have freed the statistician from narrowly specified models and
spawned a fresh approach to the subject, especially as it relates to data analy-
sis. Today’s statistical toolkit draws on a rich body of theoretical and method-
ological research (Table 10.1).
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Table 10.1. Statisticians have developed a large infrastructure (theory) to sup-
port their methods and a language (probability calculus) to describe their approach
to quantifying the uncertainty associated with drawing inferences from data. These
methods enable one to describe relationships between variables for prediction, quan-
tifying effects, or suggesting causal paths.

Area of Statistics Description of Activities

Experimental design and sampling How to select cases if one has the liberty to
choose.

Exploratory data analysis Hypothesis generation rather than hypothe-
sis testing

Statistical graphics Data visualization
Statistical modeling Regression and classification techniques.
Statistical inference Estimation and prediction techniques.

The field of data mining, like statistics, concerns itself with “learning from
data” or “turning data into information.” The context encompasses statistics,
but with a somewhat different emphasis. In particular, data mining involves
retrospective analyses of data: thus, topics such as experimental design are
outside the scope of data mining and fall within statistics proper. Data miners
are often more interested in understandability than accuracy or predictabil-
ity per se. Thus, there is a focus on relatively simple interpretable models
involving rules, trees, graphs, and so forth. Applications involving very large
numbers of variables and vast numbers of measurements are also common
in data mining. Thus, computational efficiency and scalability are critically
important, and issues of statistical consistency may be a secondary considera-
tion. Furthermore, the current practice of data mining is often pattern focused
rather than model focused, i.e., rather than building a coherent global model
that includes all variables of interest, data mining algorithms (such as any of
the many rule induction systems on the market) will produce sets of state-
ments about local dependencies among variables (in rule form).

In this overall context, current data mining practice is very much driven
by practical computational concerns. However, in focusing almost exclusively
on computational issues, it is easy to forget that statistics is in fact a core
component. The term data mining has long had negative connotations in the
statistics literature. Data mining without proper consideration of the funda-
mental statistical nature of the inference problem is indeed to be avoided.
However, a goal of this section is to convince the reader that modern statis-
tics can offer significant constructive advice to the data miner, although many
problems remain unsolved. Throughout the section we highlight some major
themes of statistics research, focusing in particular on the practical lessons
pertinent of data mining.
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10.2.1 An Overview of Statistical Science

This section briefly describes some of the central statistical ideas we think
relevant to data mining.

Probability distributions. The statistical literature contains mathematical char-
acterizations of a wealth of probability distributions, as well as properties of
random variables – functions defined on the “events” to which a probability
measure assigns values. Important relations among probability distributions
include marginalization (summing over a subset of values) and conditionaliza-
tion (forming a conditional probability measure from a measure on a sample
space and some event of positive measure). Essential relations among ran-
dom variables include independence, conditional independence, and various
measures of dependence, of which the most famous is the correlation coeffi-
cient. The statistical literature also characterizes families of distributions by
properties that are useful in identifying any particular member of the family
from data, or by closure properties useful in model construction or infer-
ence, for example conjugate families, closed under conditionalization, and the
multinormal family, closed under liner combination. Knowledge of the prop-
erties of distribution families can be invaluable in analyzing data and making
appropriate inference.

Estimation, consistency, uncertainty, assumptions, robustness, and model
averaging. An estimator is a function from sample data to some estimated,
such as the value of a parameter. When the data comprise a sample from a
larger actual or a potential collection governed by some probability distribu-
tion, the family of estimators corresponding to all possible samples from that
collection also has a probability distribution. Classical statistics investigates
such distributions of estimators in order to establish basic properties such as
reliability and uncertainty. A variety of resampling and simulation techniques
also exist for assessing estimator uncertainty.

Estimation almost always requires some set of assumptions. Such assump-
tions are typically false, but often useful. If a model (which we can think of
as a set of assumptions) is incorrect, estimates based on it can be expected
to be incorrect as well. One of the aims of statistical research is to find ways
to weaken the assumptions necessary for good estimation. “Robust statistics”
looks for estimators that work satisfactorily for larger families of distributions
and have small errors when assumptions are violated.

Bayesian estimation emphasizes that alternative models and their compet-
ing assumptions are often plausible. Rather than making an estimate based on
a single model several models can be considered and an estimate obtained as
the weighted average of the estimates given by the individual models. In fact,
such Bayesian model averaging is bound to improve predictive performance,
on average. Since the models obtained in data mining are usually the results
of some automated search procedure, accounting for the potential errors asso-
ciated with the search itself is crucial. In practice, this often requires a Monte
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Carlo analysis. The impression is that the error rates of search procedures
proposed and used in the data mining and in the statistical literature are far
too rarely estimated in this way.

Hypothesis testing. Since statistical tests are widely used, some of their impor-
tant limitations should be noted. Viewed as a one-sided estimation method,
hypothesis testing is inconsistent unless the alpha level of testing rule is de-
creased appropriately as the sample size increases. Generally, an α level test of
one hypothesis and an α level test of another hypothesis do not jointly provide
an α level test of the conjunction of the two hypotheses. In special cases, rules
(sometimes called contrasts) exist for simultaneously testing several hypothe-
ses. An important corollary for data mining is that the α level of a test has
nothing directly to do with the probability of error in a search procedure that
involves testing a series of hypothesis. If, for example, for each pair of a set of
variables, hypotheses of independence are tested at α = 0.05, then 0.05 is not
the probability of erroneously finding some dependent set of variables when
in fact all pairs are independent. Thus, in data mining procedures that use a
sequence of hypothesis tests, the alpha level of the tests cannot generally be
taken as an estimate of any error probability related to the outcome of the
search.

Data miners should note that while error probabilities of tests have some-
thing to do with the truth of hypotheses, the connection is somewhat tenuous.
Hypotheses that are excellent approximations may be rejected in large sam-
ples; tests of linear models, for example, typically reject them in very large
samples no matter how closely they seem to fit the data.

Model scoring. The evidence provided by data should lead us to prefer some
models or hypotheses to others, and to be indifferent between still other mod-
els. A score is any rule that maps models and data to numbers whose numerical
ordering corresponds to a preference ordering over the space of models, given
the data. For the reasons just considered, scoring rules are often an attrac-
tive alternative to tests. Typical rules assign models a value determined by
the likelihood function associated with the model, the number of parameters,
or dimension, of the model, and the data. Popular rules include the Akaike
information criterion, Bayes information criterion, and minimum description
length. Given a prior probability distribution over models, the posterior prob-
ability on the data is itself a scoring function, arguably a privileged one.
The Bayes information criterion approximates posterior probabilities in large
samples.

There is a notion of consistency appropriate to scoring rules; in the large
sample limit, almost surely the true model should be among those receiving
maximal scores. AIC scores are not, in general, consistent. There are also
uncertainties associated with scores, since two different samples of the same
size from the same distribution may yield not only different numerical values
for the same model, but even different orderings of models.
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For obvious combinatorial reasons, it is often impossible when searching
a large model space to calculate scores for all models; it is, however, often
feasible to describe and calculate scores for a few equivalence classes of models
receiving the highest scores.

In some contexts, inferences made using Bayesian scores can differ a great
deal from inferences made with hypothesis tests. Raftery in 1995 gives exam-
ples of models that account for almost all of the variance of an outcome of
interest, and have very high Bayesian scores, but are overwhelmingly rejected
by statistical tests.

Markov Chain Monte Carlo. Historically, insurmountable computational dif-
ficulties forced data analysts to eschew exact analysis of elaborate hierarchi-
cal Bayesian models and complex likelihood calculations. Recent dramatic
advances in Monte Carlo methods have, however, liberated analysts from
some of these constraints. One particular class of simulation methods, dubbed
Markov chain Monte Carlo, originally developed in statistical mechanics, has
revolutionized the practice of Bayesian statistics. Smith and Roberts in 1993
provided an accessible overview from the Bayesian perspective; Gilks et al.
in 1996 provided a practical introduction addressing both Bayesian and non-
Bayesian perspectives. Simulation methods may become unacceptably slow
when faced with massive datasets. In such cases, recent advances in analytic
approximations prove useful.

Generalized model classes. A major achievement of statistical methodological
research has been the development of very general and flexible model classes.
Generalized linear models, for instance, embrace many classical linear models,
and unify estimation and testing theory for such models. Generalized addi-
tive models show similar potential. Graphical models represent probabilistic
and statistical models with planer graphs, where the vertices represent (possi-
bly latent) random variables and the edges represent stochastic dependencies.
This provides a powerful language for describing models and the graphs them-
selves make modeling assumptions explicit. Graphical models provide impor-
tant bridges between the vast statistical literature on multivariate analysis
and such fields as artificial intelligence, casual analysis, and data mining.

Rational decision and planning. The theory of rational choice assumes
the decision maker has available a definite set of alternative actions, knowl-
edge of a definite set of possible alternative states of the world, knowledge of
the payoffs or utilities of the outcomes of each possible action in each possible
state of the world, and knowledge of the probabilities of various possible states
of the world. Given all of this information, a decision rule specifies which of
the alternative actions ought to be taken. A large literature in statistics and
economics addresses alternative decision rules – maximizing expected utility,
minimizing maximum loss, etc. Typically, rational decision making and plan-
ning are the goals of data mining, and rather than providing techniques or
methods for data mining, the theory of rational choice poses norms for the
use of information obtained from a database.
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The very framework of rational decision making requires probabilities and
knowledge of the effects alternative actions will have. To know the outcomes
of actions is to know something of cause-and-effect relations, and extracting
such causal information is often one of the principle goals of data mining and
statistical inference more generally.
Inference to causes. Understanding causation is the hidden force behind the
historical development of statistics. From the beginning of the subject, in
the work of Bernoulli and Laplace, the absence of causal connection between
two variables has been taken to imply their probabilistic independence, and
the same idea is fundamental in the theory of experimental design. Early in
this century, Wright in 1921 introduced directed graphs to represent causal
hypotheses (with vertices as random variables and edges representing direct
influences), and they have become common representations of causal hypothe-
ses in the social sciences, biology, computer science and engineering.

Kiiveri and Speed in 1982 combined directed graphs with a generalized
connection between independence and absence of casual connection in what
they called the Markov condition: provided Y is not an effect of X, X and Y
are conditionally independent given the direct causes of X. They showed that
much of the linear modeling literature tacitly assumed the Markov condition;
the same is true for casual models of categorical data, and virtually all causal
models of systems without feedback. Under additional assumptions, condi-
tional independence therefore provides information about causal dependence.
The most common, and most thoroughly investigated, additional assumption
is that all conditional independencies are due to the Markov condition ap-
plied to the directed graph describing the actual causal processes generating
the data, a requirement that has been given many names, including “faithful-
ness.” Directed graphs with associated probability distributions satisfying the
Markov condition are called by different names in different literatures: Bayes
nets, belief nets, structural equation models, path models, etc. Nonetheless,
causal inferences from uncontrolled convenience samples are liable to many
sources of error, and data miners should proceed with extreme caution.

Sources of error peculiar to casual inference from a database include the ex-
istence of unrecorded causes of associations (confounders) between recorded
variables, associations among recorded variables produced by the influence
such variables themselves have on whether a unit is included in the database
or the sample drawn from it (sample selection bias), missing data (which can
be produced either by confounding or by sample selection bias), and samples
composed of units with different causal structures. Assuming that all inde-
pendencies result from the Markov property of directed graphs representing
causal hypotheses, for multinormal and multinomial distributions there are
procedures based on hypothesis tests of constraints that, in the large sample
limit, give correct causal information under most of these conditions. Scor-
ing search algorithms have been developed for the case where there are no
confounders, mixtures, and sample selection bias, but the best performance
in search seems to be obtained using hypothesis-test initial searches followed
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by a Bayes score postsearch. Work is under way developing feasible scoring
searches for latent variable models.

Prediction. Sometimes one is interested in using a sample, or a database, to
predict properties of a new sample, where it is assumed that the two samples
are obtained from the same probability distribution. As with estimation, in
prediction we are interested both in reliability and uncertainty, often measured
by the variance of the predictor.

Prediction methods for this sort of problem always assume some structure
in the probability distribution. In data mining contexts, structure is typically
either supplied by human experts, or inferred from the database automati-
cally. Regression, for example, assumes a particular functional form relating
variables. Structure can be also be specified in terms of constraints, such as
independence, conditional independence, higher order conditions on correla-
tions, etc. On average, a prediction method that guarantees satisfaction of
the constraints realized in the probability distribution – and no others – will
be more accurate and have smaller variance than one that does not. Finding
the appropriate constraints to satisfy is the most difficult issue in this sort of
prediction. As with estimation, prediction can be improved by model averag-
ing, provided the prior probabilities of the alternative assumptions imposed
by the model are available.

Often the results of data mining are used to attempt to predict the effects
of a policy change or intervention of some kind. Such predictions are essen-
tially causal inferences, and are not in general correctly given by estimating a
probability distribution and predicting by conditioning on the variable to be
manipulated.

10.2.2 Is Data Mining “Statistical Deja Vu” (All Over Again)?

In the mid 1960s, the statistics community referred to unfettered exploration
of data as fishing or data dredging. The community, enamored by elegant
(analytical) mathematical solutions to inferential problems, argued that since
their theories were invalidated by “looking at the data,” it was wrong to
do so. The major proponent of the exploratory data analysis (EDA) school,
J.W. Tukey, countered this argument with the obvious retort that statisti-
cians were putting the cart before the horse. He argued that statistical theory
should adapt to the scientific method rather than the other way around. Thirty
years hence, the statistical community has largely adopted Tukey’s perspec-
tive, and has made considerable progress in serving both masters, namely
acknowledging that model search is a critical and unavoidable step in the
modeling process, and devising formal methods to account for search in their
inferential procedures.

Three themes of modern statistics that are of fundamental importance to
data miners are: clarity about goals, appropriate reliability assessment, and
adequate accounting for sources of uncertainty.
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Clarity about goals. Sometimes data analysis aims at finding a convenient,
easily computable representation of how the data are distributed in a par-
ticular database. In other cases, data analysis aims at predicting features of
new cases, or new samples, drawn from outside the database used to develop
a predictive model (this is particularly challenging in dynamic situations). In
yet other cases, data analysis aims at providing a basis for policy. That is,
the analysis is intended to yield insight into casual mechanisms that are used
to form predictions about new samples that might be produced by interven-
tions or actions that did not apply in the original database from which the
model (or models) were developed. Each of these goals presents distinct in-
ference problems, with distinct hazards. Confusing or equivocating over the
aim invites the use of inappropriate methods and may result in unfortunate
predictions and inferences.

As an example, consider the observational study reported by Chasnoff et al.
in 1989 comparing babies born to cocaine-using mothers with babies born to
noncocaine-using mothers. The authors concluded: “For women who become
pregnant and are users of cocaine, intervention in early pregnancy with ces-
sation of cocaine use will result in improved obstetric outcome.” Fortunately,
there exists independent evidence to support this causal claim. However, much
of Chasnoff et al. focus on a statistical analysis (analysis of variance) that has
little, if anything, to do with the causal question of interest.

Hand in 1994 provides a series of examples illustrating how easy it is to
give the right answers to the wrong question. For example, he discusses the
problem of analyzing clinical trial data where patients drop out due to adverse
side effects of a particular treatment. In this case, the important issue is which
population is one interested in modeling. The population at large versus the
population who remain within the trail. This problem arises in more general
settings than in clinical trails, e.g., nonrespondents (refusers) in survey data.
In such situations it is important to be explicit about the questions one is
trying to answer.

In this general context an important issue is that of formulating statisti-
cal strategy, i.e., how does one structure a data analysis problem so that the
right question can be asked? Hand’s conclusion is that this is largely an “art”
because it is less well formalized than the mathematical and computational
details of applying a particular technique. This “art” is gained through experi-
ence (at present at least) rather than taught. The implication for data mining
is that human judgment is essential for many nontrivial inference problems.
Thus, automation can at best only partially guide the data analysis process.
Properly defining the goals of an analysis remains a human centered, and
often difficult, process.
Use of methods that are reliable means to the goal, under assumptions the user
(and consumer) understands and finds plausible in the context . Statistical
theory applies several meanings to the word reliability, many of which also
apply to model search. For example, under what conditions does a search
procedure provide correct information, of the kind sought, with probability
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one as the sample size increases without bound. Answers to such questions
are often elusive and can require sophisticated mathematical analysis. Where
answers are available, the data analyst should pay careful attention to the
reasonableness of underlying assumptions. Another key data mining question
is this: what are the probabilities of various kinds of errors that result from
using a method in finite samples? The answers to this question will typically
vary with the kinds of errors considered, the sample size, and the frequency of
occurrence of the various kinds of targets or signals whose description is the
goal of inference. These questions are often best addressed by Monte Carlo
methods, although in some cases analytic results may be available.

A sense of the uncertainties of models and predictions. Quite often back-
ground knowledge and even the best methods of search and statistical as-
sessment should leave the investigator with a range of uncertainties about the
correct model, or the correct prediction. The data analyst must quantify these
uncertainties so that subsequent decisions can be appropriately hedged.

Another example involves a current debate in the atmospheric sciences.
The question is whether or not specific recurrent pressure patterns can be
clearly identified from daily geopotential height records, which have been com-
piled in the Northern Hemisphere since 1948. The existence of well-defined
recurrent patterns (or “regimes”) has significant implications for models of
upper atmosphere low-frequency variability beyond the timescale of daily
weather disturbances (and, thus, models of the earth’s climate over large
timescales). Several studies have used a variety of clustering algorithms to
detect in homogeneities (“bumps”) in low-dimensional projections of the grid-
ded data. While this work has attempted to validate the cluster models via
resampling techniques, it is difficult to infer from the multiple studies whether
regimes truly exist, and, if they do, where precisely they are located. It seems
likely that 48 winters’ worth of data is not enough to identify regimes to
any degree of certainly and that there is a fundamental uncertainty (given
the current data) about the underlying mechanisms at work. All is not lost,
however, since it is also clear that one could quantify model uncertainty in
this context, and theorize accordingly. In what follows we elaborate on these
points and offer a perspective one some of the hazards of data mining.

10.2.3 Characterizing Uncertainty

The statistical approach contends that reporting a single number for a pa-
rameter estimate or a prediction is almost always inadequate. Quantification
of the uncertainty associated with a single number, while often challenging,
is critical for subsequent decision making. As an example, Draper in 1995,
considered the case of the 1980 Energy Modeling Forum (EMF) at Stan-
ford University where a 43-person working group of economists and energy
experts convened to forecast world oil prices from 1981 to 2020. The group
generated predictions based on a number of econometric models and scenarios,
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embodying a variety of assumptions about supply, demand, and growth rates
of relevant quantities. A plausible reference scenario and model was selected as
representative, but the summary report cautioned against interpreting point
predictions based on the reference scenario as “[the working group’s] ‘forecast’
of the oil future, as there are too many unknowns to accept any projection
as a forecast.” The summary report did conclude, however, that most of the
uncertainty about future oil prices “concerns not whether these prices will
rise.... but how rapidly they will rise.”

In 1980, the average spot price of crude oil was around $32 per barrel.
Despite the warning about the potential uncertainty associated with the point
estimates, governments and private companies around the world focused on
the last sentence in the quotation above, and proceeded to invest an estimated
$500 billion dollars, on the basis that the price would probably be close to $40
dollars per barrel in the mid-eighties. In fact, the actual 1986 world average
spot price of oil was about $13 per barrel.

Using only the information available to the EMF in 1980, along with
thoughtful but elementary statistical methods, Draper in 1995 shows that
a 90% predictive interval for the 1986 price would have ranged from about
$20 to over $90. Note that this interval does not actually contain the actual
1986 price-insightful statistical analysis does not provide clairvoyance. How-
ever, decision makers would (and should) have proceeded more cautiously in
1980, had they understood the full extent of their uncertainty.

Correctly accounting for the different sources of uncertainty presents sig-
nificant challenges. Until recently, the statistical literature focused primarily
on quantifying parametric and predictive uncertainty in the context of a par-
ticular model. Two distinct approaches are in common use. “Frequentist”
statisticians focus on the randomness in sampled data and summarize the
induced randomness in parameters and predictions by the so-called sampling
distributions. “Bayesian” statisticians instead treat the data as fixed, and use
Bayes theorem to turn prior opinion about quantities of interest (always ex-
pressed by a probability distribution), into a so-called posterior distribution
that embraces all the available information. The fierce conflicts between previ-
ous generations of frequentists and Bayesians, have largely given way in recent
years to a more pragmatic approach; most statisticians will base their choice
of tool on scientific appropriateness and convenience.

In any event, recent research has led to increased awareness that within-
model uncertainty (as discussed in the previous paragraph) may often, in
practice, be dominated by between-model uncertainty. It is common practice
nowadays for statisticians and data miners to use computationally intensive
model selection algorithms to seek out a single optimal model from an enor-
mous class of potential models. The problem is that several different models
may be close to optimal, yet lead to different inferences. Intuitively, ambi-
guity over the model should dilute information about effect parameters and
predictions, since “part of the evidence is spent to specify the model.” Promis-
ing techniques for properly accounting for this source of uncertainty include
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Bayesian model averaging and resampling methods. The main point here is
that data miners need to think carefully about model assessment and look
beyond commonly used goodness-of-fit measures such as mean square error.

10.2.4 What Can Go Wrong, Will Go Wrong

Data mining poses difficult and fundamental challenges to the theory and
practice of statistics. While statistics does not have all the answers for the
data miner, it does provide a useful and practical framework for which to
search for solutions. In this section, we describe some lessons that statisticians
have learned when theory meets data.

Data Can Lie

Data mining applications typically rely on observational (as opposed to exper-
imental) data. Interpreting observed associations in such data is challenging;
sensible inferences require careful analysis, and detailed consideration of the
underlying factors. Here we offer a detailed example to support this position.

Wen et al. in 1995 (WHN) analyzed administrative records of all On-
tario general hospital separations (discharges, transfers, or in-hospital deaths)
from 1981 to 1990, focusing specifically on patients who had received a pri-
mary open cholecystectomy. Some of these patients had in addition received
an incidental (i.e., discretionary) appendectomy during the cholecystectomy
procedure. Table 10.2 displays the data on one outcome, namely in-hospital
deaths. A chi-square test comparing this outcome for the two groups of pa-
tients shows a “statistically significant” difference. This “finding” is surprising
since long-term prevention of appendicitis is the sole rationale for the inciden-
tal appendectomy procedure – no short-term improvement in outcomes is
expected. This “finding” might lead a näıve hospital policy maker to conclude
that all cholecystectomy patients should have an incidental appendectomy to
improve their chances of a good outcome! Clearly something is amiss – how
could incidental appendectomy improve outcomes?

WHN did separately consider a subgroup of low-risk patients. For these pa-
tients (using ten different definitions of “low-risk”), incidental appendectomy
indeed resulted in poorer outcomes. Paradoxically, it could even be the case
that appendectomy adversely affects outcomes for both high-risk patients and
low-risk patients, but appears to positively affect outcomes when the low-risk

Table 10.2. In-hospital survival of patients undergoing primary open cholecystec-
tomy with and without incidental appendectomy

With appendectomy Without appendectomy

In-hospital deaths, No. (%) 21 (0.27%) 1,394 (0.73%)
In-hospital survivors, No. (%) 7,825 (99.73%) 190,205 (99.27%)
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Table 10.3. Fictitious data consistent with the Wen et al. (1995) data

With appendectomy Without appendectomy

Low risk High risk Low risk High risk

Death 7 14 100 1294
Survival 7700 125 164009 26196

Table 10.4. Proportion of in-hospital deaths cross-classified by incidental appen-
dectomy and patients risk grouping for the fictitious data of Table 10.3.

With appendectomy Without appendectomy

Low risk 0.0009 0.0006
High risk 0.10 0.05
Combined 0.003 0.007

and high-risk patients are combined. WHN did not provide enough data to
check whether this so-called “Simpson’s paradox” [Simpson, 1951] occurred
in this example. However, Table 10.3 presents data that are plausible and
consistent with WHN’s data.

Table 10.4 displays the corresponding proportions of in-hospital death for
these fictitious data. Clearly the risk and death categories are directly corre-
lated. In addition, appendectomies are more likely to be carried out on low-risk
patients than on high-risk ones. Thus, if we did not know the risk category
(age) of a patient, knowing that they had an appendectomy allows us to infer
that they are more likely to be lower risk (younger). However, this does not in
any way imply that having an appendectomy will lower one’s risk. Nonethe-
less, when risk is omitted from the table, exactly such a fallacious conclusion
appears justified from the data.

Returning to the original data, WHN provide a more sophisticated regres-
sion analysis, adjusting for many possible confounding variables (e.g., age, sex,
admission status). They conclude that “there is absolutely no basis for any
short-term improvement in outcomes” due to incidental appendectomy. This
careful analysis agrees with common sense in this case. In general, analyses
of observational data demand such care, and come with no guarantees. Other
characteristics of available data that connive to spoil casual inferences include:

• Associations in the database may be due in whole or part to unrecorded
common causes (latent variables).

• The population under study may be a mixture of distinct causal systems,
resulting in statistical associations that are due to the mixing rather than
to any direct influence of variables on one another or any substantive
common cause.

• Missing values of variables for some units may result in misleading associ-
ations among the recorded values.
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• Membership in the database may be influenced by two or more factors
under study, which will create a “spurious” statistical association between
those variables.

• Many models with quite distinct causal implications may “fit” the data
equally or almost equally well.

• The frequency distributions in samples may not be well approximated by
the most familiar families of probability distributions.

• The recorded values of variables may be the result of “feedback” mecha-
nisms, which are not well represented by simple “nonrecursive” statistical
models.

There is research that addresses aspects of these problems, but there are few
statistical procedures yet available that can be used “off the shelf” – the
way randomization is used in experimental design – to reduce these risks.
Standard techniques such as multiple regression, and logistic regression may
work in many cases, such as in the appendectomy example, but they are not
always adequate guards against these hazards. Indeed, controlling for possibly
confounding variables with multiple regression can in some cases produce
inferior estimates of effect sizes. Procedures recently developed in the artificial
intelligence and statistics literature address some of the problems associated
with latent variables and mixing, but so far only for two families of probability
distributions, the normal and multinomial.

Sometimes It Is Not What Is In The Data That Matters

Classical statistical methods start with a random sample, yet in practice, data
or the institutions that give rise to data, can be uncooperative. In such cases,
inferences that ignore how the data were “selected” can lead to distorted
conclusions.

Consider, for example, the Challenger Space Shuttle accident. The Rogers
Commission concluded that an O-ring failure in the solid rocket booster led to
the structural breakup and loss of the Challenger. In reconstructing the events
leading up to the decision to launch, the Commission noted a mistake in the
analysis of thermal-distress data whereby flights with no (i.e., zero) incidents
of O-ring damage were excluded from critical plots of O-ring damage and
ambient launch temperature since it was felt that they did not contribute any
information about the temperature effect. This truncation of the data led to
the conclusion that no relationship between O-ring damage and temperature
existed, and ultimately, the decision to launch. Dalal et al. in 1989 throw
statistical light on the matter by demonstrating the strong correlation between
O-ring damage and temperature, and quantifying the risk (of catastrophic
failure) at 31◦F. Had the original analysis used all of the data, it would have
indicated that the decision to launch was at best a risky proposition.

In the above case, the selection bias problem was one of “human error” and
could easily have been avoided. In most problems, selection bias is an inherent
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characteristic of the available data and methods of analysis need to deal with
it. It is our experience that every dataset has the potential for selection bias
to invalidate standard inferences. The lessons to be learned here are

• that any technique used to analyze truncated data as if it was a random
sample, can be fooled, regardless of how the truncation was induced;

• the data themselves are seldom capable to alert the analyst that a selection
mechanism is operating – information external to the data at hand is
critical in understanding the nature and extent of potential biases.

The Perversity of the Pervasive P-Value

P-values and associated significance (or hypothesis) tests play a central role
in classical (frequentist) statistics. It seems natural, therefore, that data min-
ers should make widespread use of P-values. However, indiscriminate use of
P-values can lead data miners astray in most applications.

The standard significance test proceeds as follows. Consider two competing
hypotheses about the world: the Null Hypothesis, commonly denoted by Ho,
and the Alternative Hypothesis, commonly denoted by HA. Typically Ho is
“nested” within HA; for example, Ho might state that a certain combination
of parameters is equal to zero, while HA might place no restriction on the
combination. A test statistic, T is selected and calculated from the data at
hand. The idea is that T (Data) should measure the evidence in the data
against Ho. The analyst rejects Ho in favor of HA if T (Data) is more extreme
than would be expected if Ho were true. Specifically, the analyst computes
the P-value, that is, the probability of T being greater than or equal to T
(Data), given that Ho is true. The analyst rejects Ho if the P-value is less
than a preset significance level, α.

There are three primary difficulties associated with this approach:

1. The standard advice that statistics educators provide, and scientific jour-
nals rigidly adhere to, is to choose α to be 0.05 or 0.01, regardless of
sample size. These particular α-levels arose in Sir Ronald Fisher’s study
of relatively small agricultural experiments (on the order of 30–200 plots).
Textbook advice has emphasized the need to take account of the power
of the test against HA when setting α, and somehow reduce α when the
sample size is large. This crucial but vague advice has largely fallen on
deaf ears.

2. Raftery in 1995 points out that the whole hypothesis testing framework
rests on the basic assumption that only two hypotheses are ever en-
tertained. In practice, data miners will consider very large numbers of
possible models. As a consequence, indiscriminate use of P-values with
“standard” fixed α-levels can lead to undesirable outcomes such as select-
ing a model with parameters that are highly significantly different from
zero, even when the training data are pure noise. This point is of funda-
mental importance for data miners.
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3. The P-value is the probability associated with the event that the test
statistic was as extreme as the value observed, or more so. However, the
event that actually happened was that a specific value of the test statistic
was observed. Consequently, the relationship between the P-value and the
veracity of Ho is subtle at best. Jeffreys in 1980 puts it this way:

I have always considered the arguments for the use of P absurd. They
amount to saying that a hypothesis that may or may not be true
is rejected because a greater departure from the trail value was im-
probable; that is, that it has not predicted something that has not
happened.

Bayes Factors are the Bayesian analog of the frequentist P-values and admit
to a more direct interpretation – the Bayesian analyst computes the posterior
probability that a hypothesis is correct. With fixed α-levels, the frequentist
and the Bayesian will arrive at very different conclusions. For example, Berger
and Sellke in 1987 show that data that yield a P-value of 0.05 when testing a
normal mean, result in a posterior probability for Ho that is at least 0.30 for
any “objective” prior distribution. One way to reconcile the two positions is
to view Bayes factors as a method for selecting appropriate α-levels.

Intervention and Prediction

A specific class of prediction problems involves interventions that alter the
probability distribution of the problem, as in predicting the values (or proba-
bilities) of variables under a change in manufacturing procedures, or changes
in economic or medical treatment policies. Accurate predictions of this kind re-
quire some knowledge of the relevant causal structure, and are in general quite
different from prediction without intervention, although the usual caveats
about uncertainty and model averaging apply. For graphical representations of
causal hypotheses according to the Markov condition, general algorithms for
predicting the outcomes of interventions from complete or incomplete causal
models were developed.

Consider the following example, Herbert Needleman’s famous studies of
the correlation of lead deposits in children’s teeth with their IQs resulted,
eventually, in removal of tertraethyl lead from gasoline in the United States.
One dataset Needleman examined included more than 200 subjects and mea-
sured a large number of covariates. Needleman et al. in 1985 reanalyzed the
data using backwards stepwise regression of verbal IQ on these variables and
obtained six significant regressors, including lead. Klepper in 1988 reanalyzed
the data assuming that all of the variables were measured with error. Their
model assumes that each measured number is a linear combination of the true
value and an error, and that the parameters of interest are not the regression
coefficients but rather the coefficients relating the unmeasured “true value”
variables to the unmeasured true value of verbal IQ. These coefficients are
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in fact indeterminate – in econometric terminology, “unidentifiable.” An in-
terval estimate of the coefficients that is strictly positive or negative for each
coefficient can be made, however, if the amount of measurement error can be
bounded with prior knowledge by an amount that varies from case to case.
Klepper found that the bound required to ensure the existence of a strictly
negative interval estimate for the lead-IQ coefficient was much too strict to
be credible; thus he concluded that the case against lead was not nearly as
strong as Needleman’s analysis suggested.

Allowing the possibility of latent variables, Scheines in 1996 reanalyzed the
correlations (using TETRAD methodology) and concluded that three of the
six regressors could have no influence on IQ. The regression included the three
extra variables only because the partial regression coefficient is estimated by
conditioning on all other regressors, which is just the right thing to do for
linear prediction, but the wrong thing to do for causal inference using the
Markov condition. Using the Klepper model, but without the three irrelevant
variables, and assigning to all of the parameters a normal prior probability
with mean zero and a substantial variance, Scheines that used Markov chain
Monte Carlo to compute a posterior probability distribution for the lead-IQ
parameter. The probability is very high that lead exposure reduces verbal IQ.

10.2.5 Symbiosis in Statistics

Easy access to data in digital form and the availability of software tools for
statistical analyses have made it possible for the man in street to set up shop
and “do statistics.” Nowhere is this more true today than in data mining.
Based on the arguments in this section, let us assume that statistics is a
necessary but not sufficient component in the practice of data mining. How
well will the statistics profession serve the data mining community? Hoerl
et al. in 1993, for example, assert that:

We are our own best customers. Much of the work of the statistical pro-
fession is intended for other members of the statistical profession.

Despite this rather negative view of the relevance of statistical research,
real-world applications do in fact drive much of what goes on it statistics,
although often in a very indirect manner.

As an example, consider the field of signal processing and communica-
tions, an area where a specialized set of relatively sophisticated statistical
methods and models have been honed for practical use. The field was driven
by fundamental advances from Claude Shannon and others in the 1940s. Like
most of the other contributors to the field, Shannon was not a statistician,
but possessed a deep understanding of probability theory and its applica-
tions. Through the 1950s to the present, due to rapid advances in both theory
and hardware, the field has exploded and relevant statistical methods such
as estimation and detection have found their way into everyday use in radio
and network communications systems. Modern statistical communications re-
flects the symbiosis of statistical theory and engineering practice. Engineering
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researchers in the field are in effect “adjunct” statisticians: educated in proba-
bility theory and basic statistics they have the tools to apply statistical meth-
ods to their problems of interest. Meanwhile statisticians continue to develop
more general models and estimation techniques of potential applicability to
new problems in communications.

This type of symbiosis can also be seen in other areas such as financial
modeling, speech recognition (where for example hidden Markov models pro-
vide the state of the art in the field), and most notably, epidemiology. Indeed,
if statistics can claim to have revolutionized any field, it is in the biological
and health sciences where the statistical approach to data analysis gave birth
to the field of biostatistics.

The relevance of this symbiosis for data mining is that data-miners need
to understand statistical principles, and statisticians need to understand the
nature of the important problems that the data mining community is attacking
or being asked to attack. This has been a successful model in the past for
fields where statistics has had considerable impact and has the potential to
see ongoing success.

10.3 Summary

Data mining is a growing discipline, which originated outside statistics in the
database management community, mainly for commercial concerns. The gap
is now filled and data mining could be considered as the branch of exploratory
statistics where one tries to find unexpected and useful models and patterns,
through an extensive use of classic and new algorithms. The expression unex-
pected should not be misleading: one has greater chances to discover something
interesting when one is previously acquainted with the data.

Caution is of course necessary to avoid drawing wrong conclusions and
statisticians, because they are familiar with uncertainty and risk, and are
the right people to derive validation tests. A completely automatic process
of knowledge extraction is also a misleading idea: even with very efficient
software, human expertise and interventions are necessary. Official statistics
should be a field for data mining, giving a new life and profitability to its huge
databases, but it may implies a redefinition of the missions of NSI.

The statistical literature has a wealth of technical procedures and results to
offer data mining, but it also has a few simple methodological morals: prove
that estimation and search procedures used in data mining are consistent
under conditions reasonably thought to apply in applications; use and reveal
uncertainty, do not hide it; calibrate the errors of search, both for honesty
and to take advantages of model averaging; do not confuse conditioning with
intervening; and finally, do not take the error probabilities of hypothesis tests
to be the error probabilities of search procedures.
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10.4 Review Questions

1. What are the goals and tools of data mining?
2. Give an overview of statistical science for application to data mining.
3. Justify – data mining is all over gain.
4. Define intervention, prediction, and P-value.
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Theoretical Frameworks for Data Mining

Objectives:

• Research in data mining and knowledge discovery in databases has mostly
concentrated on developing good algorithms for various data mining tasks.

• In this section we present some possible theoretical approaches to data
mining.

• The area is at its infancy, and there probably are more questions than
answers in this section.

• We start by discussing reductionist approaches, i.e., ways of looking at
data mining as a part of some existing area, such as statistics or machine
learning.

• We discuss the probabilistic approach, which is of course closely linked to
statistics: it views data mining as the activity aimed at understanding the
underlying joint distribution of the data

• A theoretical framework should also be able to model typical data mining
tasks and discuss the probabilistic nature of the discovered patterns and
models.

• Able to talk about data and inductive generalizations of the data, and
accept the presence of different forms of data.

Abstract. Research in data mining and knowledge discovery in databases has
mostly concentrated on developing good algorithms for various data mining tasks.
Some parts of the research effort have gone to investigating data mining process,
user interface issues, database topics, or visualization. Relatively little has been pub-
lished about the theoretical foundations of data mining. In this section we present
some possible theoretical approaches to data mining. The area is at its infancy, and
there probably are more questions than answers in this section.

First of all a question such as, “Why look for a theory of data mining? Data min-
ing is an applied area, why should we care about having a theory for it?” Probably
the simplest answer is to recall the development of the area of relational databases.
Databases existed already in the 1960s, but the field was considered to be a murky
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backwater of different applications without any clear structure and any interest-
ing theoretical issues. Codd’s relational model was a nice and simple framework
for specifying the structure of data and the operations to be performed on it. The
mathematical elegance of the relational model made it possible to develop advanced
methods of query optimization and transactions, and these in turn made efficient
general purpose database management systems possible. The relational model is a
clear example of how theory in computer science has transformed an area from a
hodgepodge of unconnected methods to an interesting and understandable whole,
and at the same time enabled an area of industry.

Given that theory is useful, what would be the properties that a theoretical
framework should satisfy in order that it could be called a theory for data mining?
The example of relational model can serve us also here. First of all, the theoretical
framework should be simple and easy to apply; it should (at least some day) give
us useful results that we could apply to the development of data mining algorithms
and methods.

A theoretical framework should also be able to model typical data mining tasks
(clustering, rule discovery, classification), discuss the probabilistic nature of the dis-
covered patterns and models, talk about data and inductive generalizations of the
data, and accept the presence of different forms of data (relational data, sequences,
text, Web). Also, the framework should recognize that data mining is an interac-
tive and iterative process, where comprehensibility of the discovered knowledge is
important and where the user has to be in the loop, and that there is not a single
criterion for what an interesting discovery is. (We could also ask. “What actually is
a theory?” For that we have the simple answer: we recognize a theory when we see
it).

We start by discussing reductionist approaches, i.e., ways of looking at data
mining as a part of some existing area, such as statistics or machine learning; in this
case, of course, there is little need for new theoretical frameworks. Then we discuss
the probabilistic approach, which is of course closely linked to statistics: it views data
mining as the activity aimed at understanding the underlying joint distribution of
the data. After that, we review the data compression approach to the theory of data
mining. The very interesting microeconomic viewpoint on data mining is considered
after that, and finally we look at the concept of inductive database and show how
it can perhaps be used to understand and develop data mining.

11.1 Two Simple Approaches

A simple approach to the theory of data mining is to declare that data mining
is statistics (perhaps no larger data sets that previously), and thus the search
for a theoretical framework for data mining can stop immediately: we just have
to look at the appropriate statistics literature. The theory of data mining is
statistics (as a science).

Data mining obviously is very close to statistics, and data mining re-
searchers with computer science backgrounds typically have too little edu-
cation differences between the areas. However, one can argue that there are
important differences between the areas. The volume of the data is probably
not a very important difference: the number of variables or attributes often
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has a much more profound impact on the applicable analysis methods. For
example, data mining has tackled with problems such as what to do in sit-
uations where the number of variables is so large that looking at all pairs
of variables is computationally infeasible. Overall, the issue of computational
feasibility is has a much clearer role in data mining than in statistics. Another
difference pointed out to me by David Hand is that data mining is typically
secondary data analysis: the data has been collected for some other purpose
that for answering a specific data analytical questions.

Several other differences between the areas could be pointed out. For
example, the emphasis on database integration, simplicity of use, and the
understandability of results are typical of data mining approaches. For the
purpose of this section it is sufficient to point out that at least currently
the theoretical framework of statistics seems to be relatively distant from
the actual development of data mining methods. Also, statistical theory does
not seem to pay a lot of attention to the process character of data mining.
However, in the next section we describe a closely related approach.

A similar (but weaker) case of reducing data mining to an existing area
has been made from the viewpoint of machine learning. One could say that
data mining is applied machine learning, and thus the theory of data mining
is equal to the theory of machine learning. Again, this approach fails for two
reasons. First, there are important differences between machine learning and
statistics, and second, the theoretical machine learning approaches (such as
the PAC model) do not really address the special requirements that we made
for the theory of data mining.

11.1.1 Probabilistic Approach

A possible theoretical approach to data mining is to view data mining as the
task of finding the underlying joint distribution of the variables in the data.
Typically one aims at finding a short and understandable representation of
the joint distribution, e.g., Bayesian network or a hierarchical Bayesian model.

This approach is obviously closely related to the reductionist approach of
viewing data mining as statistics. The advantages of the approach are that
the background is very solid, and it is easy to pose formal questions. Tasks
such as clustering or classification fit easily into this approach. What seems
to be lacking, as in most of the approaches, are ways for taking the iterative
and interactive nature of the data mining process into account.

Hierarchical Bayesian models seem a very promising statistically sound
approach to data mining. Such a model describes the structural part of the
distribution independent of the actual functional form of the distribution. For
example, if we have information about the supermarket-buying behavior of a
group of people, we could describe the model using the diagram in Fig. 11.1.
That is, for each customer there is a set of visits to the shop, and for each
visit of a customer there is a set of products bought during the visit. To give
a probabilistic model for this phenomenon we have defined how the number
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Customer productvisit

Fig. 11.1. Hierarchical Bayesian models

of visits is distributed for each customer, and how the selection of products is
distributed for each visit. What is interesting to notice is that the figure could
be interpreted either as part of the probabilistic model or just simply as an ER
schema for the data set. When statisticians and database people talk about
data modeling, they are talking about different things, but there still is lots of
commonality in the meanings. For hierarchical models such as the one shown
below there exist good tools for approximating the posterior distribution of a
model. It seems to me that exploring the usefulness of such models for data
mining is a promising area of research: issues such as scalability etc. need to
be addressed.

11.1.2 Data Compression Approach

The data compression approach to data mining is simply to state: the goal
of data mining is to compress the data set by finding some structure for it.
That is, data mining looks for knowledge, where knowledge is interpreted
as a representation that makes it possible to code the data using few bits.
If desired, the minimum description length (MDL) principle can be used to
select among different encodings [J. Rissanen et al. 1999]. To yield structure
that is comprehensible to the user, we have to specify compression methods
that are based on concepts that are easy to understand.

Several simple data mining techniques can be viewed as instances of this
approach. For example, association rules can be viewed as ways of providing
compression of parts of the data [R. Agrawal et al.]. In the same way, an
accurate decision tree can be considered a compression method for the target
attribute. A clustering of the data can also be viewed as a way of compressing
the data set.

This approach has a nice formal foundation. It is connected to Bayesian
approaches for modeling the joint distribution: any compression scheme can
be viewed as providing a distribution on the set of possible instances of the
data. As in the probabilistic approach, the process view of data mining is not
so easy to capture in this framework. An interesting opening in this direction
is given in S. Chakrabani et al., 1998, where it is shown how to mine for novel
nuggets using the MDL principle.

11.2 Microeconomic View of Data Mining

The microeconomic view of data mining introduced by J. Kleinberg et al., in
1998, is a very interesting approach. The starting point is that data mining
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is about finding actionable patterns: the only interest is in patterns that can
somehow be used to increase utility. Kleinberg et al. give a decision theoretic
formulation of this principle: the goal of the organization is to find the deci-
sion x that leads to the maximum utility f(x). The form of the utility f(x) is
typically a sum of utilities fi(x) for each customer i. The function fi(x) is ac-
tually a complex function of the decision x and the data yi on customer i, and
can often be represented using a single function, i.e., as fi(x) = g(x, yi). Thus
the task is to find the decision x maximizing the sum of the terms g(x, yi)
over the customers i. The basic observation of Kleinberg et al. is that data
mining is useful if and only if the function g is nonlinear. They are able to
describe pattern discovery, clustering, etc. as instantiations of the framework,
and demonstrate also interesting connections to sensitivity analysis. Further-
more, they also show how the framework gives useful suggestions for research
problems. We cannot do justice to this delightful page in this section, but the
approach is clearly very promising.

11.3 Inductive Databases

As mentioned above, relational database theory has been remarkably success-
ful. One of the basic concepts in that theory is the powerful notion of a query.
Instead of thinking of accessing the database as a special entity, relational
database theory just considered queries as functions mapping databases to
databases. This made it possible to speak about composing queries, etc. and
in many ways was instrumental to the development of relational databases.

The basic idea of inductive databases is that the query concept should
be applied also to data mining and knowledge discovery tasks. In the slogan
form from T. Lmielinski et al.: there is no such thing as discovery, it is all
in the power of the query language. That is, one can benefit from viewing the
typical data mining tasks not as dynamic operations constructing new nuggets
of information, but as operations unveiling hitherto unseen but pre-existing
pieces of knowledge. The term inductive database refers to a normal database
plus the set of all sentences from a specified class of sentences that are true of
the data [H. Mannila et al.]. In model-theoretic terms, the inductive database
contains the data and the theory of the data.

The approach can be compared to the idea of deductive databases, which
contain a normal database plus a set of rules for deriving new facts from the
facts already existing in the database. The user of a deductive database can
act as if all the facts derivable from the database would be actually stored
there. Of course, this set might be infinite, or finite by very large, so in practice
it cannot be represented. But the idea of treating stored and derived facts in
the same way is crucial for deductive databases.

In the same way, an inductive database does not contain all the rules that
are true about the data stored in it; the user is just able to assume that
all these rules are there. In practice, the rules are constructed on demand.
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The schema of an inductive database consists of a normal relational database
schema plus a schema for the generalizations. It is relatively easy to design
a query language that works on such schemas. The result of a query on an
inductive database is again an inductive database, so we have the closure
property that has been so useful for relational databases.

The process view on data mining is directly built in to the concept of
inductive databases. It also suggests architecture for data mining systems.
Association rules and other simple pattern formalism fit quite easily into the
framework, and there are some good partial solutions that can be viewed
as partial implementations of inductive databases. However, e.g., clustering is
harder to describe in a useful way. The probabilistic nature of data mining can
be incorporated by having the underlying concept class support probabilistic
concepts.

11.4 Summary

We required that a good theory for data mining should consider the process
of data mining, have a probabilistic nature, be able to describe different data
mining tasks, be able to allow for the presence of background knowledge, etc.
None of the above candidates satisfies all the requirements, unfortunately. The
current favorite approach would be to combine the microeconomic view with
inductive databases (or some other database oriented approach): these two
aspects would seem to satisfy most of the requirements, and both directions
suggest a wealth of interesting research issues.

11.5 Review Questions

1. Explain the probabilistic approach and data compression approach in the-
oretical framework.

2. What are inductive databases employed in mining?
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Major and Privacy Issues in Data Mining
and Knowledge Discovery

Objectives:

• In this section, the major data mining issues, and OECD personal privacy
guidelines, some privacy issues in knowledge discovery and data mining
are enumerated.

• The scope of this section addresses major issues in data mining regard-
ing mining methodology, user interaction, performance, and diverse data
types.

• We discuss new privacy threats posed by knowledge discovery and data
mining (KDDM).

• KDDM poses the following new challenges to privacy: stereotypes, guard-
ing personal data from KDDM researchers, protecting privacy of individu-
als from training sets, and combination of patterns. We discuss the possible
solutions and their impact on the quality of discovered patterns.

• KDDM technology includes massive data collection, data warehouses, sta-
tistical analysis and deductive learning techniques, and uses vast amounts
of data to generate hypotheses and discover general patterns.

• KDDM is now moving to other domains where privacy issues are very
delicate.

• The Organization for Economic Cooperation and Development (OECD)
has provided probably the best known set of guidelines. This section fo-
cuses on the OECD guidelines since many nations have adopted then as
statutory law.

• This section provides some insight into the problems concerning personal
privacy and data faced by those who wish to employ knowledge discovery.

Abstract. In this section, the major data mining issues and OECD personal pri-
vacy guidelines, some privacy issues in knowledge discovery and data mining are
enumerated. The major issues concerned with that of the data mining are indi-
vidual privacy, which is a social one, issue, related to data integrity and technical
issue whether to set up a relational database structure or a multidimensional one.
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The scope of this section addresses major issues in data mining regarding mining
methodology, user interaction, performance, and diverse data types.

Recent developments in information technology have enabled collection and
processing of vast amounts of personal data, such as criminal records, shopping
habits, credit and medical history, and driving records. The information is undoubt-
edly very useful in many areas, including medical research, law enforcement, and
national security. However, there is an increasing public concern about individuals’
privacy. Privacy is commonly seen as the right of individuals to control informa-
tion about them. The appearance of technology for knowledge discovery and data
mining (KDDM) has revitalized concerns about the following general privacy issues:
secondary use of the personal information, handling misinformation, and granu-
lated access to personal information. These issues demonstrate that existing privacy
laws and policies are well behind the developments in technology, and no longer
offer adequate protection. We discuss new privacy threats posed by KDDM. KDDM
technology includes massive data collection, data warehouses, statistical analysis
and deductive learning techniques, and uses vast amounts of data to generate hy-
potheses and discover general patterns. KDDM poses the following new challenges
to privacy: stereotypes, guarding personal data from KDDM researchers, protecting
privacy of individuals from training sets, and combination of patterns. We discuss
the possible solutions and their impact on the quality of discovered patterns.

The Organization for Economic Cooperation and Development (OECD) has pro-
vided probably the best known set of guidelines. A number of countries have adopted
these guidelines as statutory law, in whole or in part.

12.1 Major Issues in Data Mining

One of the key issues raised by data mining technology is not a business
or technological one, but a social one. It is the issue of individual privacy.
Data mining makes it possible to analyze routine business transactions and
glean a significant amount of information about individuals’ buying habits
and preferences.

Another issue is that of data integrity. Clearly, data analysis can only be
as good as the data that is being analyzed. A key implementation challenge
is integrating conflicting or redundant data from different sources. For exam-
ple, a bank may contain credit cards accounts on several different databases.
The addresses (or even the names) of a single cardholder may be different in
each. Software must translate data from one system to another and select the
address most recently entered.

A hotly debated technical issue is whether it is better to set up a relational
database structure or a multidimensional one. In a relational structure, data
is stored in tables, permitting ad hoc queries. In a multidimensional structure,
on the other hand, sets of cubes are arranged in arrays, with subsets created
according to category. While multidimensional structures facilitate multidi-
mensional data mining, relational structures thus far have performed better
in client/server environments. And, with the explosion of the Internet, the
world is becoming one big client/server environment.

Finally, there is the issue of cost. While system software costs have dropped
dramatically within the past five years, data mining and data warehousing
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tend to be self-reinforcing. The more powerful the data mining queries, the
greater the utility of the information being gleaned from the data, and the
greater the pressure to increase the amount of data being collected and main-
tained, which increases the pressure for faster, more powerful data mining
queries. This increases pressure for larger, faster systems, which are more
expensive.

The scope of this section addresses major issues in data mining regarding
mining methodology, user interaction, performance, and diverse data types.
These issues are introduced below:

Mining methodology and user interaction issues: These reflect the kinds of
knowledge mined, the ability to mine knowledge at multiple granularities, the
use of domain knowledge, ad hoc mining, and knowledge visualization.

• Mining different kinds of knowledge in databases: Since different users can
be interested in different kinds of knowledge, data mining should cover
a wide spectrum of data analysis and knowledge discovery tasks, includ-
ing data characterization, discrimination, association, classification, clus-
tering, trend and deviation analysis, and similarity analysis. These tasks
may use the same database in different ways and require the development
of numerous data mining techniques.

• Interactive mining of knowledge at multiple levels of abstraction: Since it
is difficult to know exactly what can be discovered within a database,
the data mining process should be interactive. For databases containing
a huge amount of data, appropriate sampling techniques can first be ap-
plied to facilitate interactive data exploration. Interactive mining allows
users to focus the search for patterns, providing and refining data min-
ing requests based on returned results. Specifically, knowledge should be
mined by drilling down, rolling up, and pivoting through the data space
and knowledge space interactively, similar to what OLAP can do on data
cubes. In this way, the user can interact with the data mining system
to view data and discovered patterns at multiple granularities and from
different angles.

• Incorporation of background knowledge: Background knowledge, or infor-
mation regarding the domain under study, may be used to guide the dis-
covery process and allow discovered patterns to be expressed in concise
terms and at different levels of abstraction. Domain knowledge related to
databases, such as integrity constraints and deduction rules, can help fo-
cus and speed up a data mining process, or judge the interestingness of
discovered patterns.

• Data mining query languages and ad hoc data mining: Relational query
languages (such as SQL) allow users to pose ad hoc queries for data re-
trieval. In a similar vein, high-level data mining query languages need to
be developed to allow users to describe ad hoc data mining tasks by facili-
tating the specification of the relevant sets of data for analysis, the domain
knowledge, the kinds of knowledge to be mined, and the conditions and
constraints to be enforced on the discovered patterns. Such a language
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should be integrated with a database or a data warehouse query language,
and optimized for efficient and flexible data mining.

• Presentation and visualization of data mining results: Discovered knowl-
edge should be expressed in high-level languages, visual representations,
or other expressive forms so that the knowledge can be easily understood
and directly usable by humans. This is especially crucial if the data mining
system is to be interactive. This requires the system to adopt expressive
knowledge representations techniques, such as trees, tables, rules, graphs,
charts, crosstabs, matrices, or curves.

• Handling noisy or incomplete data: The data stored in a database may
reflect noise, exceptional cases, or incomplete data objects. When min-
ing data regularities, these objects may confuse the process, causing the
knowledge model constructed to overfit the data. As a result, the accuracy
of the discovered patterns can be poor. Data cleaning methods and data
analysis methods that can handle noise are required, as well as outlier
mining methods for the discovery and analysis of exceptional cases.

• Pattern evaluation – the interestingness of problem: A data mining system
can uncover thousands of patterns. Many of the patterns discovered may
be uninteresting to the given user, representing common knowledge or
lacking novelty. Several challenges remain regarding the development of
techniques to assess the interestingness of discovered patterns, particularly
with regard to subjective measures that estimate the value of patterns with
respect to a given user class, based on user beliefs or expectations. The
use of interestingness measures to guide the discovery process and reduce
the search space is another active area of research.

Performance issues: These include efficiency, scalability, and parallelization
of data mining algorithms.

• Efficiency and scalability of data mining algorithms: To effectively extract
information from a huge amount of data in databases, data mining algo-
rithms must be efficient and scalable. In other words, the running time
of a data mining algorithms must be predictable and acceptable in large
databases. From a database perspective on knowledge discovery, efficiency
and scalability are key issues in the implementation of data mining sys-
tems. Many of the issues discussed above under mining methodology and
user interaction must also consider efficiency and scalability.

• Parallel, distributed, and incremental mining algorithms: The huge size
of many databases, the wide distribution of data, and the computa-
tional complexity of some data mining methods are factors motivating the
development of parallel and distributed data mining algorithms. Such al-
gorithms divide the data into partitions, which are processed in parallel.
The results from the partitions are then merged. Moreover, the high cost of
some data mining processes promotes the need for incremental data min-
ing algorithms that incorporate database updates without having to mine
the entire data again “from scratch.” Such algorithms perform knowledge
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modification incrementally to amend and strengthen what was previously
discovered.

Issues relating to the diversity of database types:

• Handling of relational and complex types of data: Since relational data-
bases and data warehouses are widely used, the development of efficient
and effective data mining systems for such data is important. However,
other databases may contain complex data objects, hypertext and multi-
media data, spatial data, temporal data, or transaction data. It is unre-
alistic to expect one system to mine all kinds of data, given the diversity
of data types and different goals of data mining. Specific data mining sys-
tems should be constructed for mining specific kinds of data. Therefore,
one may expect to have different data mining systems for different kinds
of data.

• Mining information from heterogeneous databases and global information
systems: Local- and wide-area computer networks (such as the Internet)
connect many sources of data, forming huge, distributed, and heteroge-
neous databases. The discovery of knowledge from different sources of
structured, semistructured, or unstructured data with diverse data seman-
tics poses great challenges to data mining. Data mining may help disclose
high-level data regularities in multiple heterogeneous databases that are
unlikely to be discovered by simple query systems and may improve in-
formation exchange and interoperability in heterogeneous databases. Web
mining, which uncovers interesting knowledge about Web contents, Web
usage, and Web dynamics, becomes a very challenging and highly dynamic
field in data mining.

The above issues are considered major requirements and challenges for the
further evolution of data mining technology. Some of the challenges have been
addressed in recent data mining research and development, to a certain extent,
and are now considered requirements, while others are still at the research
stage. The issues, however, continue to stimulate further investigation and
improvement.

12.2 Privacy Issues in Knowledge Discovery and Data
Mining

Not surprisingly, data is treated today as one of the most important corpo-
rate assets of companies, governments, and research institutions supporting
fact-based decision-making. It is possible to have fast access, correlate informa-
tion stored in independent and distant databases, analyze and visualize data
on-line, and use data mining tools for automatic and semiautomatic explo-
ration and pattern discovery. Knowledge discovery and data mining (KDDM)
is an umbrella term describing several activities and techniques for extracting
information from data and suggesting patterns in very large databases.
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Marketing applications have adopted and expanded KDDM techniques.
KDDM is now moving to other domains where privacy issues are very delicate.
Recent developments in information technology have enabled collection and
processing of vast amounts of personal data, such as criminal records, shop-
ping habits, credit and medical history, and driving records. This information
is undoubtedly very useful in many areas, including medical research, law en-
forcement and national security. For the analysis of crime data, KDDM tech-
niques have been applied by the FBI in the US as a part of the investigation
of the Oklahoma city bombing, the Unabomber case, and many lower-profile
crimes. Another example is an application of KDDM to analyzing medical
data.

Despite its benefits to social goals, KDDM applications inspire reserva-
tions. Individuals easily imagine the potential misuses from unauthorized
tapping into financial transactions or medical records. Survey in the US
reveal growing concern about the use of personal information. The newest
Equifax/Harris Consumer Privacy Survey shows that over 70% of respondents
are against unrestricted usage of their medical data for research purposes. As
much as 78% believe that computer technology represents a threat to personal
privacy and that the use of computers must be restricted sharply in the future,
if privacy is to be preserved. Up to 76% believe they have lost control over
their personal information and that their privacy is threatened. Time/CNN re-
veals that at least 93% of respondents believe companies selling personal data
should be required to gain permission from individuals. In another study 96%
of respondents believe that private information should never be used for an-
other purposes without permission, and over 20% had personally experienced
a privacy invasion. By contrast, in 1970 the same Equifax/Harris Survey found
only 33% considered computer technology a threat to their privacy.

Massive amounts or personal data are available. In 1990, Lotus Develop-
ment Corporation announced the release of a CD-ROM with the data on 100
million households in the US. The data was so detailed that it generated string
public opposition and Lotus abandoned the project. However, this mostly af-
fected small business, as large companies already had access and continued
to use Lotus datasets. At least 400 million credit records, 700 million annual
drug records, 100 million medical records and 600 million personal records are
sold yearly in the US by 200 superbureaus. Among the records sold are bank
balances, rental histories, retail purchases, criminal records, unlisted phone
numbers, and recent phone calls. Combined, the information helps to develop
data images of individuals that resold to direct marketers, private individuals,
investigators, and government organizations. These data images are now the
subject of analysis by automatic and semiautomatic knowledge discovery and
mining tools. In this section we address revitalized general privacy issues and
new threats to privacy by the application of KDDM. We distinguish them
from threats to privacy or security resulting from the expansion of computer
networks and on-line distributed information systems.
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12.2.1 Revitalized Privacy Threats

Secondary Use of the Personal Information

Recent surveys have shown a great concern about the use of personal data for
purposes other than the one for which data has been collected. An extreme
case occurred in 1989. Despite collecting over $16 million USD by selling the
driver-license data from 19.5 million Californian residents, the Department of
Motor Vehicles in California revised its data selling policy after Robert Brado
used their services to obtain the address of actress Rebecca Schaeffer and later
killed her in her apartment. While it is very unlikely that KDDM tools will
reveal precise confidential data directly, the exploratory KDDM tools may
correlate or disclose confidential, sensitive facts about individuals resulting in
a significant reduction of possibility. In fact, this is how they were applied
in the investigation of the Unabomber case and other criminal investigations.
They facilitated filtering large volumes of reports form informants so resources
could be concentrated on much fewer promising leads and suspects. Thus, we
would not expect that detailed personal addresses would be disclosed by a
KDDM analysis; however, with enough data about the patterns of behavior
of young actresses in Los Angeles, the potential addresses may be reduced to
a few possibilities making it feasible to visit them all. A simple application
of link analysis can correlate phone and banking records to determine, with
a certain degree of accuracy, if bank customers have a fax machine at home
and how this impacts the likelihood of accepting offers on equity loans. Most
individuals consider the use of information for secondary analysis a direct in-
vasion of privacy, and perhaps even more if this reveals aspects like what does
a person have inside its home. Individuals understand that phone companies
need to monitor length of phone calls for billing purposes, and that their bank
must keep track of transactions in their accounts, but consider unauthorized
secondary use of their data to be a violation of privacy.

Handling Misinformation

Misinformation can cause serious and long-term damage, so individuals should
be able to challenge the correctness of data about themselves. For example,
District Cablevision in Washington fired James Russell Wiggings on the basis
of information obtained from Equifax, Atlanta, about Wiggings’ conviction for
cocaine possession; the information was actually about James Ray Wiggings,
and the case ended up in court. This illustrates a serious issue in defining
property of the data containing personal records. While individuals and leg-
islators supporting the right of privacy favor the view that a person’s data is
the person’s property, data collectors favor the view that the data collector
owns the data. These ethical issues have been illustrated by some cases of
celebrities and other public figures who have been able to obtain rights on re-
production of their photographed image. However, for the average citizen the
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horizon is not so promising. The existing market of personal data postulates
that the gathering institution owns the data. However, the attitude of data
collectors and marketers toward privacy is more moderate than 20 years ago
when marketers believed that there was “too much privacy already.”

The reason for this change, apart from the fact that privacy is under much
bigger threat now, is probably the fear of massive public opposition and losing
the trust of customers. Many data owners acknowledge that there is a “Big
Brother” aspect in the exploitation of personal datasets, and data collectors
now take some measures to preserve the customers trust. Others imply that
the “sinister purpose” of data mining is the “product of junk science and
journalistic excess,” but nevertheless believe that “marketers should take a
proactive stance and work to diffuse the issue before it becomes a major
problem,”

Granulated Access to Personal Information

The access to personal data should be on a need-to-know basis and limited
to relevant information only. For example, employers are obliged to perform
a background check when hiring a worker but it is widely accepted that in-
formation about diet and exercise habits should not affect hiring decisions.
There seem to be two directions in this issue. Some advocate the removal of
variables and even prohibiting their collection. Others support the release for
very detailed data so research and analysis can advance. The new privacy laws
in Germany illustrate the first approach. These regulations have dramatically
reduced the number of variables in the census and the microcensus. The sec-
ond approach is illustrated by personal data placed on large on-line networked
databases, like the Physician Computer Network in the US, with the inten-
tion to build and expand knowledge. Another example of this approach are
more precise geo-referenced datasets in geographical information systems and
their databases that include cadastral data, aerial photography, and detailed
features of private properties.

Scholars form diverse backgrounds in history, sociology, business, and po-
litical science have concluded that the existing privacy laws are far behind the
developments in information technology and do not protect privacy well even
for the issues mentioned above. The OECD [Organization for Economic Coop-
eration and Development] Principles on Data Collection addresses some of the
concerns raised by the issues in this section. However, only 24 countries have
adopted them, thus far with varying degrees. Twelve nations have adopted all
OECD’s principles in statutory law. Australia, Canada, New Zealand, and the
US do not offer protection to personal data handled by private corporations.
In Australia, the Privacy Act 1988 predates the growing on-line purchasing
and other massive networked data-collection mechanisms. Australia’s Privacy
Commissioner, Moira Scollay, has taken steps to simplify privacy regulations
and provide a single national framework for data-matching systems such as
FLY-BUYS cards. However, so far, she has only proposed for discussion a
draft of principles for fair handling of personal information.
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12.2.2 New Privacy Threats

Stereotypes

General patterns may be used for guessing confidential properties. Also, they
may lead to stereotypes and prejudices. If the patterns are based on properties
such as race, gender, or nationality, this issue can be very sensitive and contro-
versial. Examples are debates over studies about intelligence across different
races. The issue raises debate because KDDM tools may allow the application
of different commercial standards based on race or ethnic group. Banks may
use KDDM tools to find a different pattern of behavior between two racial or
ethnic groups and then deny credit or apply a different policy based on the
attribute. An example of different commercialization based on ethnic group
occurs in marketing of petrol in Canada because it is well know that French-
Canadians are more likely to buy premium petrol than Anglo-Canadians.
While these examples seem harmless, in the current situation where more and
more business consider data analysis as necessary for ensuring efficiency and
competitiveness, wide application of KDDM patterns can easily spread other
kinds of stereotypes. For example, data analysis has made it possible for car
insurance companies to adjust their premiums based on the age of the driver.
It has allowed health insurance companies also adjust their premiums based
on some patterns of behavior of the policyholder (for example, the practicing
of sports like scuba driving or hand gliding). Stereotypes may have serious
implications into the type of data mining technology applied to some task.
For example, an inductive learner may be used to create a classifier out of
previous credit card applications. If the learner is of the type that can ex-
plain why it is denying or granting some credit level, the corporation using it
may detect that it is using controversial attributes (i.e., gender, nationality)
to perform the credit ranking. However, if the tools represents knowledge in
implicit forms that are hard to interpret (a la artificial neural networks), it
may be possible that credit assignment is been mainly based on controversial
attributes without the awareness of the credit-card company and the applica-
tion. Many legal issues may be raised if the applicant is to discover this.

Another problem is that KDDM tools use parametric and nonparametric
methods from the fields of statistics and machine learning. Their limitations
are difficult to explain to a lay person. However, it may be easy to claim
that the pattern was derived by a sophisticated computer program, and thus,
accepted as truth about individuals. In particular, the fact that they are
obtaining rules of thumb and generalization that work in most cases (and are
about groups) but are false of each individual is one of the hardest concepts to
grasp. This is also true for statistics. One toss of a fair coin will end up in heads
or in tail and not in between, but such in between is the “expected value” of
such a single event. Similarly, statistics allows us to predict accurately values
about populations, like how many smokers will develop cancer this year, but
it will not guarantee than a Mr. X will develop cancer, and despite him being
a smoker.
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Guarding Personal Data From KDDM Researchers

The protection of privacy cannot simply be achieved by restricting data collec-
tion or restricting the use of computer and networking technology. How could
planning decisions be taken, if census data was not collected? How could
epidemics be understood if medical records were not analyzed? Individuals
benefit from data collection efforts in the process of building knowledge that
guide’s society. Researchers feel that privacy regulations may enforce so many
restrictions on data, that it would make the data useless. On the other hand,
researchers who apply KDDM tools to datasets containing personal informa-
tion should not be given access to individual data. But such a restricted access
can make KDDM tasks very difficult or even impossible. Thus an appropriate
balance between a need for privacy and a need for knowledge discovery should
be found.

Individuals From Training Sets

The classification task in KDDM takes as input a set of cases and their classes
(training set); the output is a classifier that is, an operator that assigns classes
to new, unclassified cases. For example, the cases may correspond to paints and
classes to diagnoses. There are two security problems regarding the training
set. The first is how to provide the analyst with a training set. If such a set is
provided from real data, then each record of a training set is a discloser of the
information of the individual corresponding to the record. If the training set
contains artificial or perturbed data, then the quality of a classifier may be
seriously affected. The second problem is how to protect privacy if somebody
has a classifier and a record that is known to belong to the training set that
built the classifier. The KDDM classifiers are typically very accurate when
applied to case from the training set. Thus a classifier and knowledge that
case A is in the training set reveals the class of case A. In this section, we
argue that a classifier should be modified in such a way so as to have similar
accuracy when applied to the case from the training set, as when applied to
the new cases.

Combination of Patterns

Combining two or more general patterns may lead to a disclosure of individual
information, either with certainty, or with a high probability. Also, knowledge
of totals and other similar facts about the training data may be correlated
to facilitate compromising individual values. For example consider a dataset
where there are 10 people: 2 females and 8 males; there are 8 cases of disease A,
and none of the females has disease A. if it is known that Mr. X’s information
is part of the data, it is possible to infer that Mr. X has disease A. The problem
here is how to protect individual values while preserving values of parameters
that are calculated by statistical inference. These parameters usually described
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a probabilistic model and their accurate inference hardly reveals anything
about individual records. Thus, perturbation to the data that preserve the
estimators of statistical inference technique could potentially be sufficient for
the problem.

How to hide what can be inferred by all possible methods? This implies
in a sense that we discover first everything that is to be discovered about a
dataset in order to be sure that we conceal it. Or in other words, to under-
stand how to protect values in individual records, we first must understand
very well the capabilities of KDDM tools and technology. We have clearly
illustrated that tools for knowledge discovery pose new threat to privacy.
However, researchers in KDDM seem to have contradictory views on privacy
issues. Some believe that KDDM is not a threat to privacy, since the de-
rived knowledge is only about and from groups. Clearly, this is only true if
the identified group is large, but otherwise, information about an individ-
ual is partially disclosed. Also, performing inferences about groups does not
prevent the creation of stereotypes. Others clearly support our views saying
that KDDM deals mainly with huge amounts of microdata. Some fear there
would be different academic standards: “statutory limitations that vary from
country to country . . . suggests that the practice . . . varies from country to
country.” Europe has adopted the OECD directives and investigators across
all fields of scholarly research now require “the subject’s written consent or
data may not be processed.” Others think that subject approval may not be
sufficient for data miners to refer or disclose incidentally discovered patterns
or relationships. That is, how can one ask approval from an individual about
something yet unknown?

12.2.3 Possible Solutions

We discuss the possible solutions to the privacy problems imposed by KDDM
and their impact on the quality of discovered patterns. The issue of how data
may create or reinforce stereotypes is more an issue of the application of the
technology than a problem of the technology. It is similar to considering the
impact of and biased reporting or political propaganda on large audiences
as a disadvantage of TV. This is not a disadvantage of the technology, but
a very complex issue of the social structures that allow the production and
broadcasting of materials, later distributed through the powerful technology.
Thus, the issue of created or reinforced stereotypes with KDDM tools falls
in the sociological, anthropological, and legal domain. The interpretation of
patterns from KDDM is as difficult as the interpretation of statistics. For
example, the times/distance/etc. achieved by female athletes vs. male athletes
in Olympic competitions constitute data that statistically distinguishes two
groups. When does finding two groups justify creating different policies is not
an issue of the technology that discovered the two clusters. In what follows,
we concentrate on technological solutions that could alleviate some of the risk
to privacy associated with the other issues listed in previous section. Those
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threats to privacy listed in previous section are not totally new and there is
some understanding of them from pervious attempts to ensure privacy in the
facts if the need to perform data analysis. In particular, the field of statistical
database has done much progress in this direction and we believe it can provide
much insight into new issues like those listed previously.

The field of statistical database has developed methods to guard against
the disclosure of individual data while satisfying request or aggregate statis-
tical information. In particular, the experience form this field indicates that
removing identifiers such as names, addresses, telephone numbers, and social
security numbers is a minimum requirement for privacy but it is enough. Re-
identification based on remaining fields may still be possible and removing
identifiers is considered the weakest approach, and should never be used on
its own. In fact, the information models used in KDDM and statistical data-
base is quite similar. The main objectives of a security control mechanism in
a statistical database are to provide statistical users with a sufficient amount
of high-quality statistics (statistics quality is measured by the consistency,
bias, and precision) and at the same time, to prevent disclosure of confiden-
tial individual information. Similar to the context of statistical databases, the
objective of a security control mechanism for KDDM is to prevent the disclo-
sure of confidential individual values. However, unlike in statistical databases,
another objective is not to minimize the distortion of all statistics, but rather
to preserve general patterns; in order words, the objective is to preserve those
statistics based on attributes that have a high impact on the patterns and
rules to be discovered.

Various techniques have been proposed for security protection in statistical
database, but none of them is both effective and efficient. All methods trade-
off privacy of individual values for statistics and/or pattern distortion. The
methods can be classified into two main categories, “query restriction” and
“noise addition.” Query restriction techniques provide exact answers to some
queries and reject others that may lead to a database compromise. Hence,
the statistical quality of released information is high, but these techniques
are typically overly restrictive. They are inadequate against skilled users, who
have previous knowledge about information stored in the database, and/or
require high initial implementation effort. When applied to KDDM, query
restriction techniques may deny some particularly important information and
obscure general patterns. The idea here is to supply a subset of the data so
restricted that is not useful for the data miner. This has been much criticized.
First, why would a miner acquire or investigate data guaranteed not to have
anything useful? Second, the only way to guarantee that the dataset contains
no patterns is to find them all (which require infinite computational time) or to
provide a very small set. Third, for this scheme to work, it is assumed that each
miner will not co-operate with other miners (and in particular, that nobody
gains access to more data). Since the objective of query restriction is not to
maximize the number of answerable queries, but rather to answer all, or most
of, the important queries partitioning is a potential approach. This requires
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the development of methods for grouping record on the basis of their values
of important attributes. These attributes may be identified using rough set
theory. Noise addition techniques prevent compromise by introducing an error
either to data or to result of queries. These techniques are robust (resistant to
users’ supplementary knowledge) and provide answers to all queries, but at the
expense of allowing partial disclosure and/or providing information with less
statistical quality. O’Leary has suggested that noise addition by itself could
provide protection from all those KDDM techniques that are very sensitive
to noise. In particular, probability distribution data perturbation techniques
referred to as data swapping, seems suitable for privacy protection in KDDM.
Data swapping refers to interchanging the values in the records of the database
in such a way that low-order statistics are preserved. Statistics that employ
exactly k attributes are called k-order statistics. A database D is said to be
d-transformable if there exists a database D′, but has no records in common
with D, but has the same k−order counts as D, for k ∈ {0, . . .., d}. However,
finding a general data swap is thought to be an intractable problem.

Recent investigations have shown that it is possible to transform the data
by data swapping, so the rules produced by decision trees (a ubiquitous
KDDM technique) on the new set corresponds to finding a-transformation
of a given database, but relaxing the condition that D and D′ have no records
in common. The exchange of values of the confidential attribute consists of
randomly shuffling within heterogeneous leaves of the decision tree. Thus all
the statistics, which do not involve this attribute, are preserved. Similarly,
the statistics that involve the confidential attribute and whose query sets are
defined by nodes of a decision tree will also be preserved. All the perturbed sta-
tistics are those whose query sets could be obtained by the repeating process
of splitting heterogeneous leaves, until homogeneous leaves are reached. Since
the heterogeneous leaves have a vast majority of records belonging to a single
class and no straightforward way for further splitting, we can argue that the
most seriously disturbed statistics will be those that involve a small number of
records. Furthermore, we can balance the statistical precision against the se-
curity level by choosing to perform the swapping in the internal nodes, rather
than in the leaves of the decision tree: the closer to the root, the higher the
security but lower the precision.

12.3 Some Privacy Issues in Knowledge Discovery: The
OECD Personal Privacy Guidelines

Several countries have generated principles to protect individuals from the
potential invasion of privacy that data collection and retrieval poses. The
Organization for Economic Cooperation and Development (OECD) has pro-
vided probably the best known set of guidelines. A number of countries have
adopted these guidelines as statutory law, in whole or in part. The OECD
has specific guidelines pertaining to data privacy that directly affect those
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performing knowledge discovery generally, and those who use the so-called
“personal data” in particular. In this section we address such questions as

• What are the implications of the existing privacy guidelines, especially
those of the OECD, for knowledge discovery?

• What are the limitations of these guidelines?
• How do the restrictions on knowledge discovery about individuals affect

knowledge discovery on groups?
• How do legal systems influence knowledge discovery?

The answers we pose to these and other related issues will be helpful in gener-
ating a larger dialog on this important subject. There has been relatively little
investigation into the privacy and security issues relevant to knowledge discov-
ery, in particular and intelligent systems in general. Developers have proposed
and used intrusion-detection systems as the basis of security systems designed
to protect privacy. Typically, intrusion-detection systems determine if a user
is an intruder to a legitimate user, generally by way of various internal sys-
tems profiles. Earlier studies of security issues in intelligent systems included
issues of privacy and the security of systems knowledge. There has been some
concern about knowledge discovery as a different kind of threat to data base
security as well.

12.3.1 Risks Privacy and the Principles of Data Protection

The classic definition of the invasion of privacy refers to the “abuse or disclo-
sure of intimate personal data.” Recently, there has been an effort to expand
this definition to include other issues, such as the protection of general privacy
and protection from the unauthorized use of one’s “personal” data taken from
computer databases.

Increasingly, companies and organizations are using computer-based sys-
tems to capture personal data. Although this method typically increases both
efficiency and productivity, there are a number of risks to individual privacy.
In particular, those risks include the following:

• the data can be used for some purpose other than that for which it was
collected;

• the data can be inaccurate, incomplete, or irrelevant;
• there are risks of unauthorized access to personal information;
• individual databases can be linked, increasing the range of information

about individuals;
• The increased ability to construct individual profiles from multiple sources

may affect “decisions concerning the individual’s qualifications, credit eligi-
bility, health, insurance consumption patterns social security, employment
and so on.”

As both the amount of information and number of users on the Internet
grows, these risks become increasingly likely to manifest themselves. This
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is particularly true for joining previously disparate databases. Hence, many
feel that additional guidelines and statutory-based controls are necessary to
prevent the invasion of personal privacy. These concerns have led organizations
to generate guidelines to mitigate these privacy risks, including the OECD
and the council of Europe. This section focuses on the OECD guidelines since
many nations have adopted then as statutory law.

OECD principles of data collection. The following are the OECD principles
of data protection:

1. Collection limitation: Data should be obtained lawfully and fairly, while
some very sensitive data should not be held at all.

2. Data quality: Data should be relevant to the stated purposes, accurate,
complete, and up-to-data; proper precautions should be taken to ensure
this accuracy.

3. Purpose specification: The purpose for which data will be used should be
identified, and the data should be destroyed if it no longer serves the given
purpose.

4. Use limitation: Use of data for purposes other than specified is forbidden,
except with the consent of the data subject or by authority of the law.

5. Security safeguards: Agencies should establish procedures to guard against
loss, corruption, destruction, or misuse of data.

6. Openness: It must be possible to acquire information about the collection,
storage, and use of personal data.

7. Individual Participation: The data subject has a right to access and chal-
lenge the data related to him or her.

8. Accountability: A data controller should be accountable for complying
with measures giving effect to all these principles.

The OECD principles arose to help nations cope with the shipment of data
outside the country of origin. They attempt to ensure that when data is trans-
ported across country borders the data subjects enjoy the same level of pri-
vacy as in the original country. Thus far 24 countries have adopted the OECD
guidelines to varying degrees, including Australia, Austria, Belgium, Canada,
Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy, Japan,
Luxembourg, the Netherlands, New Zealand, Norway, Portugal, Spain, Swe-
den, Switzerland, Turkey, the UK, and the US. Not all countries employ the
OECD guidelines as statutory law, and not all countries have adopted all
eight guidelines. Instead, the level of participation – the number of guidelines
adopted – varies from country to country.

Twelve nations have adopted all eight of the principles in statutory law;
Japan adopted seven of the principles (excluding #7), and UK has adopted
six of the principles (excluding #7 and #8), as statutory law. Alternatively,
Australia, Canada, New Zealand, and the US do not offer protection to per-
sonal data handled by private corporations. However, those for four countries
have similar statutory constraints on personal data held in the public sector.
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Scope of application: personal data. The OECD developed the primary pro-
tective guidelines for personal data. Consequently, the KDD community must
determine what kinds of data fall under the heading of personal. According
to Neisingh and de Houwer, personal data is data gathered by corporations
and government, including financial, educational, economic, social, political,
medical, criminal, welfare, business, and insurance data. As a result, it is easy
to see that these principles affect many different kinds of datasets.

12.3.2 The OECD Guidelines and Knowledge Discovery

Now, we discuss the impact, implications, and limitations of the guidelines for
knowledge discovery.

Collection limitation. This principle states that, “some very sensitive data
should not be held at all,” thereby limiting the scope of knowledge discovery
from data. If the data is “very sensitive,” knowledge discovery researchers
should probably not have access to the data, as it could lead to repercussions.
Such sensitive data is likely to include information about religious beliefs,
race, national origin, and other issues.

However, it is not clear what it means for data to be sensitive. What may be
deemed sensitive depends on the context and country in which the authorities
develop the legislation. What is sensitive in one country may not be sensitive
in another, suggesting that knowledge discovery could differ from country to
country. Accordingly, such cultural differences could from the international
differences in computer science practices.

Data quality. Knowledge discovery may influence the data quality principle.
For example, knowledge discovery may lead to questions about additional
categories of information, such as derived data. The data quality principle
suggests that researchers differentiate derived data from original data and
not include it in the database, since its accuracy could not be assured. Over
time the data on which derived data is based may change, thereby changing
the derived data as well. As a result, researchers should not store this data,
as it could be outdated. If the derived data is kept, researchers should treat
it with the same concerns as the original data.

Also, this principle’s recommendation that proper precaution be taken sug-
gests that there be quality standards in knowledge discovery. However, since
the discipline is still evolving, it may be premature to talk about generating
standards.

Purpose specification limitations. This principle indicates that databases be
used only for the declared purposes. Goals for the use of data should be
generated, and the data should be used to accomplish those goals exclusively.
Any other uses would require the consent of the data subject. Consequently,
it is critical that if a database is planned for knowledge discovery, then the
use of knowledge discovery is specified.
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In addition, if knowledge discovery is only done on databases for which
knowledge discovery has been declared, then only those databases generated
since the gathering of purpose information began are available for this activity.
Accordingly, legacy and existing databases are probably outside the scope of
knowledge discovery. Users may have to declare the specific knowledge discov-
ery tasks when gathering the data, instead of declaring anticipated knowledge
discovery for some general purpose.

The purpose principle is critical for knowledge discovery using multiple
databases. If the data was gathered for use in a single database, analysis
across multiple databases generally would violate the purpose principle. This
could limit knowledge discovery using individual personal data to particular
databases.

This principle threatens knowledge discovery’s potential to expand on its
on discoveries as well. Feedback can play a very important role in knowledge
discovery tasks. As the system generates more knowledge, that knowledge
can form the basis of the search for additional knowledge. Therefore, if the
principle limits the knowledge discovery task to the first-level findings specified
in the original purpose, it limits the power of knowledge discovery significantly.

Another possible limitation is the required level of detail in the statement
of purpose. It is possible, in an extreme case, that authorities would require
researchers to elicit each specific knowledge discovery activity, not just the
fact that knowledge discovery would be done.

Use limitation. This principle is closely related to the purpose specification
principle, as it specifies that if data is to be used for some purpose other
than the originally specified purpose, the data subject must provide consent.
By extension, the data subject will need to provide consent when his or her
personal data is to be used for knowledge discovery. The purpose specification
principle requires users to identify the original use of the information, and
the use limitation principle constraints data use to the original purpose. Both
principles require data subject consent if changes in the use of the data occur.

The use limitation principle has a direct impact on performing knowl-
edge discovery from related databases. Generally, expanding the analysis of
knowledge discovery from one database to multiple databases would require
data subject consent, since the interaction of multiple, previously unconnected
databases would suggest alternative uses beyond the original scope.

Acquiring data subject consent may be very difficult, in part because most
data subject would have difficulty understanding the technology of knowledge
discovery. Further, it is unclear what level of detail data subjects would need.
For example, would the awareness that knowledge discovery was being done
be sufficient or would users need to explain the individual task level?

Security safeguards. This principle calls for establishing safeguards against
the misuse of data. In some cases, knowledge discovery may qualify as a
misuse of data, especially if unauthorized users perform knowledge discov-
ery, or if knowledge discovery occurs without gathering consent. As a result,
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authorization procedures for knowledge discovery must be established. The
limitations associated with the statement of purpose also influence the secu-
rity safeguard principle. A particular concern is how to secure a database from
knowledge discovery without eliminating access to virtually all users.
Openness. Taken to one extreme, the openness principle suggests that data
subjects should be able to acquire information about the uses of knowledge
discovery and the specific knowledge discovered about them. Requiring analy-
sis to inform individuals about particular derived data could limit the general
use of knowledge discovery and thereby inhibit its use. If knowledge discovery
does not lead to inferences about individual data subjects, there would not
necessarily be an openness issue.

However, since it is virtually impossible to deter users of a database from
performing knowledge discovery, it will be equally difficult to knowledge dis-
covery, it will be equally difficult to know for certain whether knowledge dis-
covery is being done using information about a particular data subject. Thus,
the individual participation and accountability principles play a critical role
in controlling inappropriate knowledge discovery.
Individual participation. This principle suggests that data subjects should be
able to challenge knowledge discoveries related to them. These discoveries
might pertain to the individual only or to the individual’s relationship to
specific groups. The knowledge discovered may directly influence how the
users perceive and treat the data subject, possibly adversely affecting that
person’s available options.

In light of the right to challenge knowledge discoveries, it is critical to
document the development of conclusions. Substantiating the quality of dif-
ferent knowledge discovery approaches and algorithms will become increas-
ingly important. The development and use of standards will help mitigate the
challenges to knowledge discovery findings.
Accountability. This principle calls for a data controller who is accountable
for user compliance with the OECD measures. Thus, a knowledgeable data
controller should authorize and be responsible for the adherence of knowledge
discovery activity to the OECD measures. In addition, the data controller
should inform data subjects of the use and findings from knowledge discovery.

However, due to the decentralization of databases and the difficulty of con-
trolling knowledge and the difficulty of controlling knowledge discovery activ-
ity by those who have access to databases, data controllers will have great
difficulty monitoring knowledge discovery effectively. Accordingly, it will be
important for the data controller to inform database users and maintenance
personnel about the policies regarding knowledge discovery activities, includ-
ing the consequences of inappropriate use.

12.3.3 Knowledge Discovery about Groups

This section has thus far focused primarily on privacy issues associated with
individual personal data. The OECD guidelines do not refer explicitly to
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knowledge discovery about groups. As a result, unless the knowledge discov-
ered directly affects the individual personal data, there would be no general
application of the guidelines. Instead alternative legislation or guidelines could
be used to guide knowledge discovery about groups. For example, in the US it
is illegal to discriminate against certain groups based on sex, race, religion, or
national origin. Knowledge discovery about groups, then, could comply with
these laws in its use of knowledge pertaining to these categories.

Further, the OECD guidelines suggest that individuals have the right to
control the use of data about themselves, even in apparently innocuous knowl-
edge discovery about groups. As a result, individuals could request that they
not be included in the generation of knowledge about groups of which they
may be a member.

One drawback of these individual privacy constraints is that they could
interfere with important knowledge discoveries. For example, certain diseases
seem to strike some groups and not others. As a result, information relating
to groups could be the key to the discovery of cures, or other important kinds
of knowledge.

12.3.4 Legal Systems and other Guidelines

The OECD guidelines form one basis of analysis. This could also be extended
to investigate alternative sets of guidelines and statutory laws. The Council
of Europe issued a similar set of guidelines for the European community that
included the eight OECD principles and some additional constraints relating
to the so-called transborder data flows. As alternative legal structures develop,
researchers could analyze them for their impact on knowledge discovery.

Legal systems offer bases for the interpretation of different terms and situ-
ations in knowledge discovery as well. Many states, for the purposes of protect-
ing litigants from undue invasions of privacy by adverse parties, have statutes
defining personal or consumer information. For example, the California Code
of Civil Procedure, section 1985.3, provides detailed definitions about per-
sonal records; they are the “original or any copy of books, documents, or
other writings pertaining to a consumer and which are maintained by any
‘witness’ which is a physician, chiropractor. . . ”

In the specific case of litigation, there are laws regarding the disclosure
of information. For example, the California Code of Civil Procedure, section
1985.3, deals with “Sub-poena for production of personal records,” while sec-
tion 1985.4 summarizes the law regarding “production of consumer records
maintained by state or local agency.”

Further, in many cases different levels of government regulate certain in-
dustries, to a certain extent. Such industries include insurance, law, account-
ing, and medicine. As a result, these industries are likely to have regulations
on limitations of disclosure of information. In other cases, the industries are
self-regulated.
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The limitations to the use of knowledge discovery that we have discussed
are not limited to the new methods of knowledge discovery developed by
the artificial intelligence community. Rather, they apply to all methods used
to generate knowledge, including more traditional statistical and database
approaches. The OECD guidelines limit the knowledge that can be obtained
using any process, including direct examination, classic database updates,
queries, or statistical methods.

This section provides some insight into the problems concerning personal
privacy and data faced by those who wish to employ knowledge discovery.
When it comes to personal data, there often are statutory limitations that
vary from country to country. As a result, it suggests that the practice of
computer science and artificial intelligence varies from country to country,
based on different cultural and legal differences. However, it is clear that
there are some general principles of data collection and maintenance that a
number of countries adhere to. Those principles influence what data can be
used in knowledge discovery and how users process and maintain discovered
data.

Many of the above limitations are a result of the OECD personal privacy
legislation predating knowledge discovery’s widespread use in the artificial in-
telligence community. The OECD guidelines could not anticipate or address
many important issues regarding knowledge discovery, and thus several prin-
ciples are too general or unenforceable.

12.4 Summary

The mentioned above issues are considered major requirements and challenges
for the further evolution of data mining technology. Some of the challenges
have been addressed in recent data mining research and development, to a
certain extent, and are now considered requirements, while others are still at
the research stage. The issues, however, continue to stimulate further investi-
gation and improvement.

Knowledge discovery and data mining revitalizes some issues and posses
new threats to privacy. Some of these can be directly attributed to the fact
that this powerful technique may enable the correlation of separate datasets
in other to significantly reduce the possible values of private information.
Others can be attributed more to the interpretation application and actions
taken from the inferences obtain with the tools. While this raises concerns,
there is a body of knowledge in the field of statistical databases that could
potentially be extended and adapted to develop new techniques to balance the
rights to privacy and the needs for knowledge and analysis of large volumes
of information. Some of these new privacy protection methods are emerging
as the application of KDD tools moves to more controversial datasets.
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The OECD guidelines could not anticipate or address many important is-
sues regarding knowledge discovery, and thus several principles are too general
or unenforceable.

12.5 Review Questions

1. What is mining methodology and state some of the user interaction issues?
2. Discuss in detail on performance issues and issues relating to the diversity

of database types.
3. Explain about privacy issues on data mining.
4. Give details on the Organization for Economic Cooperation and Develop-

ment(OECD) personal privacy guidelines.
5. What are the OECD principles of data collection in the mining tech-

nology?
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Active Data Mining

Objectives:

• Introduce an active data mining paradigm that combines recent work in
data mining with the rich literature on active database system.

• In this paradigm, data is continuously mined at a desired frequency.
• To be able to specify shape queries, we describe the constructs for defining

shapes.
• Discuss how the shape predicates are used in a query construct to retrieve

rules whose histories exhibit the desired trends.
• Describe how this query capability is integrated into a trigger system to

realize an active mining system.
• The query language described provides the capability to discover interest-

ing information by analyzing rules and their histories in novel ways.
• As the data mining technology is applied in the production mode, the need

for active mining arises.

Abstract. We introduce an active data mining paradigm that combines the recent
work in data mining with the rich literature on active database system. In this
paradigm, data is continuously mined at a desired frequency. As rules are discovered,
they are added to a rule base, and if they already exist, the history of the statistical
parameter associated with the rules is updated. When the history starts exhibiting
certain trends, specified as shape queries in the user-specified triggers, the triggers
are fired and appropriate actions are initiated.

To be able to specify shape queries, we describe the constructs for defining shapes
and discuss how the shape predicates are used in a query construct to retrieve rules
whose histories exhibit the desired trends. We describe how this query capability is
integrated into a trigger system to realize an active mining system. This case study
is taken from R. Agrawal and G. Psaila, IBM Almaden Research Center, CA.

Data mining (also called knowledge discovery) in databases is the efficient dis-
covery of previously unknown patterns in large databases and is emerging as a major
application area for databases. In three classes of data mining problems involving
associations, sequences and classification were introduced and it was argued that

S. Sumathi and S.N. Sivanandam: Active Data Mining, Studies in Computational Intelligence

(SCI) 29, 293–302 (2006)
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these problems can be uniformly viewed as requiring discovery of rules embedded
in massive data. Attached to every discovered rule are some statistical parameters,
such as confidence or support of the rule.

As the data mining technology is applied in the production mode, the need
for active mining arises. Figure 13.1 shows a schematic of the active data mining
process. The basic idea is as follows. Rather than applying a mining algorithm to
the whole data, the data is first partitioned according to time periods. The gran-
ularity of the time period is application dependent. The amount of data available
is large (generally in gigabytes and more), so that this partitioning does not lose
significance of the rules discovered. The mining algorithm is now applied to each of
the partitioned data set and rules are obtained for each time period. These rules are
collected into a rule base. In this rule base, each statistical parameter of a rule will
have a sequence of values, called the history of the parameter for that rule. We can
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now query the rule base using predicates that select rules based on the shape of the
history of some or all parameters.

The user can specify triggers over the rule base in which the triggering condition
is a query on the shape of the history. As the fresh data comes in for the current time
period, the mining algorithm is run over this data, and the rule base is updated with
the generated rules. This update causes the histories of the rules to be extended. (A
history of a new rule is initialized with zero values for the past time periods.) This,
in turn, may cause the triggering condition to be satisfied for some rules and the
corresponding actions to be executed.

Such active systems can be used, for instance, to build early warning systems
for spotting trends in the retail industry. For example, if we were mining association
rules, we will have histories for the support and confidence of each rule. [An associ-
ation rule is an expression of the form A ⇒ C, where A and C are sets of literals.
In a database of transactions, where each transaction is a set of literals, the rule
A ⇒ C signifies that very often when A appears in a transaction, so does C. How
often this happens is captured by the “confidence” parameter and is indicative of
the strength of the rule. The “support” parameter gives the fraction of transactions
in the database in which the given rule is present, and is indicative of the prevalence
of the rule]. Following the promotion for an item X, the user may specify a notifi-
cation trigger on the rule X ⇒ Y; the triggering condition being that the support
history remains stable, but the confidence history takes the shape of a downward
ramp. Firing of this trigger will signify that if the goal of promoting X was to drag
the sale of Y, it was not fulfilled. The loyalists continued to buy X and Y together,
but the new buyers cherry picked X.

13.1 Shape Definitions

A shape found in a history can be described by considering the transition
of values assumed by the shape at the beginning and end of each unit time
period. We let the user define classes of transitions and assign symbols to
them. These symbols are called elementary shapes. We do not have a pre-
canned set of elementary shapes; the user can add or delete shapes or change
the definition of any of them. However, to keep the discussion concrete, as-
sume a user-defined set of elementary shapes, consisting of up, Up, down,
Down, appears, disappears, stable and zero. The shape up could be a slightly
increasing transitions with a minimum and maximum variation of 0.05 and
0.19 respectively; up could be a highly increasing transition with a minimum
and maximum variation of 0.20 and 1.00, respectively; appears could be a
transition from a zero value to a nonzero value; stable could be a transition in
which the absolute difference between the initial and final value is not more
than 0.04; etc.

Complex shapes can be derived by recursively combining elementary
shapes and previously defined derived shapes, using the shape operators. These
operators are summarized in Table 13.1. We give syntax for each operator and
how the corresponding derived shape is matched in a history H.
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Using these operators, one can describe a wide variety of shapes found in
a history, including “blurry,” shapes where the user cares about the overall
shape but does not care about specific details. The syntax for defining a shape
is:

(Shape name (parameters) descriptor).
For example, here is a definition of a double peak:

(Shape spike (upcnt dncnt)

(Concat (at least upcnt (any up Up))

(atleast dncnt

(any down Down))))

(Shape doublespeak (width ht1 ht2)

(in width (in order spike (ht1 ht1)

spike (ht2 ht2))))

We first define spike to be a shape that has at least upon number of
either up or Up transitions followed by at least dncnt number of either down
or Down transitions. Then doublespeak is a shape width wide that has two
nonoverlapping spikes. Note that width may be wider than the sum of the
width of the two spikes and there may be noise on either side of them. As
another example, the shape bullish:

(Shape bullish (width upcnt dncnt)

(in width

(and

(noless upcnt (any up Up))

(nomore dncnt

(any down Down)))))

is defined to have at least upcnt ups (either up or Up) and at most dncnt
downs (either down or Down) in width time periods. Finally, the shape drift:

(shape drift (width)

(in width (precisely 0

(any up Up down Down))))

has no ups or downs in width time periods.
Earlier languages based on regular expressions for finding patterns in se-

quences were not targeted at defining shapes [Seshadri et al. Proc. IEEE
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Table 13.1. Shape Operators

Multiple Choice (any P1, P2, . . . Pn)

Match all subsequences of H that match at least one of the P1 shapes.

Concatenation (concat P1, P2, . . . Pn)

First, match the shape P1 if a matching subsequence s is found, match P2

in the subsequence of H immediately following the last element of s.
Accept the match if it is strictly contiguous
to s, etc.

Multiple Occurrences (exact n P)
(atleast n P)
(atmost n P)

Match all subsequences of H that contain exactly (at least/at most) no con-
tiguous occurrences of the shape P. In addition, the resulting subsequences
must neither be preceded nor followed by a subsequence that matches P.

Bounded Occurrences (in length Shape occurrences)

Do “blurry” matching. Here length specifies the length of the shape in
number of transitions. The shape-occurrences has two forms given below:

Shape-Occurrences: (precisely n P)
Logical combination (noless n Q)
Using and and or. (nomore n R)

Match all length long subsequences of H that contain precisely (no less
than/no more than) n occurrences of the shape P (Q/R). The n occurrences
of P (Q/R) need not be contiguous in the matched subsequence; there may
be overlap or arbitrary gap between any two.

Shape-occurrences: (in order P1P2 . . . Pn)
Ordered shapes.

Match all length long subsequences of H containing the shapes P1 through
Pn in that order. P1 and Pi+1 may not overlap, but may have an arbitrary
gap.

Int.Conf. on Data Engg. 1995]. The difference in design focus influences which
expressions are easy to write, understand, optimize, and evaluate.

13.2 Queries

With the machinery for defining shapes in hand, we are ready to specify how
we can retrieve rules whose one or more histories contain the desired shapes.
The syntax for defining a query is:

(query (shape history-spec))
Here, shape is the descriptor for the shape to be matched. The history-spec

is of the form:
history-name start-time end-time
Here history-name specifies the name of the history in which the shape

should be matched. The portion in which the matching occurs is constrained
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by the interval specified by start time and end time. Matching over the com-
plete history can be specified by using the keywords start and end for start
time and end time, respectively.

The result of the execution of a query is the set of all rules that contain the
desired shape in the specified history. In addition, the result also contains the
list of subsequences of the history that matched the shape. If no subsequence
matches the specified shape, the result is an empty set.

Here is an example of a query:

(shape ramp( ) (concat Up Up))

(query ((ramp) (confidence start end)))

We have defined a simple shape ramp, consisting of two consecutive Ups,
and we want to retrieve all the rules whose confidence history contains a ramp.
Instead of the shape name, we could have alternatively written its definition
in the above query. We also could have limited the range of confidence history
in which the shape should be matched. Here is a modified query:

(query ((Concat Up Up)

(confidence start 10)))

The user can also retrieve combinations of several shapes in different his-
tories by using the logical operators and and or. Here is an example of a query
that is looking for different shapes in the two histories of a rule – an upramp
in support but a downramp in confidence:

(shape upramp (len cnt)

(in len (noless cnt (any up Up))))

(shape dnramp (len cnt)

(in len

(noless cnt (any down Down))))

(query

(and

(upramp 5 3) (support start 10))

(dnramp 5 3) (confidence start 10))

))
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13.3 Triggers

The query language we just described provides the capability of discovering
interesting information by analyzing rules and their histories in novel ways.
Consider a user who is periodically collecting rules in the rule base and wants
to discover rules that are assuming critical (or interesting in some other way)
behavior. For instance, the user may be interested in rules that have started
exhibiting increasing trend. Rather than running queries every time the data
for a new period comes and rules are added to the rule base, it will be prefer-
able to post these queries as triggers and let the system initiate appropriate
actions (e.g., notification) when the trigger conditions are satisfied.

We use the ECA (Event Condition Action) model by Chakravarthy et al.
1989 as the basis for the trigger system. The interesting aspects of our trigger
system are what can be specified as trigger conditions, the semantics of the
trigger execution, and how it is used in the active mining process.

The syntax for specifying a trigger is:

(trigger trigger-name

(events events-spec)

(condition (shape history-spec))

(actions actions-spec)

)

A trigger definition has three sections: events, condition, and actions. Let
us examine each of them. The trigger system reacts to predefined and user-
defined events. The predefined events describe an external update of the rule
base. These events are: createrule and updatehistory. They occur when a new
rule is added to the rule base and the history of rule is updated, respectively.
A user-defined event is introduced to the system as:

(event event-name)
where event-name is the name of the event.
The events-spec in the events section specifies the events to which the trig-

ger being defined reacts. Predefined and user-defined events and their logical
combinations using the logical operators or and can appear in the events-spec.
A trigger is considered fired if the event specification is true for at least one
rule in the rule base. That is, the specified event combination has occurred
for some rule.

The condition section is syntactically and semantically similar to the query
construct discussed in Section Queries. The difference is that the condition
is evaluated only on rules present in the affected set produced by the events
section, instead of the whole rule base. A condition selects the affected set of
rules from the rule base and performs the specified shape query on the relevant
histories of those rules. The condition is true if the output set resulting from
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the query is not empty. In that case, the action section is executed on the
query output.

The action-specs in the actions section is a list of actions that are exe-
cuted for all (and only those) rules that belong to the output set produced by
the condition evaluation. An action can be an execution of a function, such
as notify or show, which can be defined by the user or system supplied. An
action can also be a user-defined event name, in which case an occurrence of
the specified event is generated. An action does not change the state of the
rule base; the goal of model is only to notify that the properties expressed by
the condition of a trigger holds for some rules and is accomplished by gen-
erating predefined and user-defined events that alert any possibly interested
trigger.

13.3.1 Wave Execution Semantics

Several semantics have been proposed for trigger systems in active databases.
The execution semantics for trigger system follows what we call the wave
execution model. This semantics is close to what is known as the deterministic
semantics for Datalog like rules in S. Ceri et al. 1990. The attractiveness of
this semantics is its simplicity and a good match for our application.

A wave is a set of event occurrences that come together to the active sys-
tem. The trigger execution process starts when a new wave is ready. First, the
event specification of every trigger is checked to determine if it will fire. Trig-
gers for which this evaluation is true are selected for firing and their affected
set (rules affected by events-spec) is produced. When the event specification
has been checked for all the triggers, the current wave has been used up and
any event generated as a consequence of the triggers fired will belong to a new
wave.

The selected triggers are fired now. For each fired trigger, its condition
is evaluated only on rules in the affected set. If the condition is true, the
output set is passed to the actions section. The actions section is immedi-
ately executed for each rule in the output set. If any event is generated as a
consequence, it is added to the new wave.

After the conclusion of the condition evaluation and the eventual actions
execution for all the fired triggers, the process is repeated considering the
events generated as belonging to the new wave. The process terminates if the
evaluation of all the event specifications determines that no trigger needs to
be fired.

Example: We now give a simple example to illustrate the trigger facility.
Suppose that a user wants to be notified if the support for a rule is increasing
but its confidence is decreasing at the same time. The following definitions
show how the user can accomplish this goal:
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(shape uptrend (width upcnt)

(in width

(noless upcnt (any up Up))))

(shape dntrend (width dncnt)

(in width (noless

dncnt (any down Down))))

(event upward)

(trigger detect up

(events updatehistory)

(condition

(uptrend (5 4)

(support (- end 5) end)))

(actions upward)

)

(trigger detech dn

(events upward)

(condition

(dntrend (5 4)

(confidence (- end 5) end)))

(actions notify)

)

We first specify what is meant by support is increasing and confidence
is decreasing by defining two shapes: uptrend and dntrend. We introduce an
event named upward to the system using the event construct. We then define
the trigger detect up. This trigger can be fired by the predefined event update
history. If this trigger is fired, the condition section of this event checks if the
rules that were updated (affected set of the event update history) contain
up trend in the last five periods of their support history. If this condition is
evaluated as true for some rules, the user-defined event upward is generated
for each of these rules.

The second trigger detect dn reacts to the generation of the occurrences
of the upward event and it checks for dntrend in the last five periods of
the confidence history of only those rules for which the trigger has been fired



302 13 Active Data Mining

(affected set of the upward event). Thus, the user is notified of only those rules
that simultaneously had an uptrend in support and dntrend in confidence in
the last five time periods.

13.4 Summary

In this chapter an active data mining paradigm that combines the recent
work in data mining with the rich literature on active database system is
described. Here data is continuously mined at a desired frequency. As rules
are discovered, they are added to a rule base, and if they already exist, the
history of the statistical parameter associated with the rules is updated. Thus
this section gives details on active data mining.

13.5 Review Questions

1. Explain active data mining process.
2. Write note on shape definitions with its operators in the active mining.
3. Write short note on queries, triggers, and wave execution semantics em-

ployed in mining.
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Decomposition in Data Mining - A Case Study

Objectives:

• Decomposition is a tool for managing complexity in data mining and en-
hancing the quality of knowledge extracted from the large databases.

• A typology of decomposition approaches applicable to data mining is pre-
sented.

• One of the decomposition approaches, the structured rule-feature matrix,
is used as the backbone of a system for informed decision making.

• As a new discipline, data mining draws from other areas such as statis-
tics, machine learning, database retrieval, pattern recognition, and high-
performance computing.

• In this section, numerous decomposition approaches are defined and ap-
plied for effective knowledge discovery and decision making.

• Decomposition has been discussed in the data mining literature, however,
largely in the context of distributed learning.

• There are two basic approaches to data mining
• Direct mining of data sets
• Mining of transformed data sets
• The following two forms of decomposition in space are considered in this

section
• Feature set decomposition
• Object set decomposition
• One of the most meaningful applications of decomposition in data mining

is hybrid modeling.

Abstract. Decomposition is a tool for managing complexity in data mining and
enhancing the quality of knowledge extracted from the large databases. A typology
of decomposition approaches applicable to data mining is presented. One of the de-
composition approaches, the structured rule-feature matrix, is used as the backbone
of a system for informed decision making. Such a system can be implemented as a

S. Sumathi and S.N. Sivanandam: Decomposition in Data Mining - A Case Study, Studies in

Computational Intelligence (SCI) 29, 303–313 (2006)
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decision table, a decision map, or a decision atlas. This case study is taken from A.
Kusiak, Intelligent Systems Laboratory University of Iowa, 2001.

Data mining is concerned with discovery of patterns, associations, rules, and
other forms of knowledge in data sets. This knowledge is automatically extracted
from data rather being formulated by a user as it is done in traditional modeling
approaches, e.g., statistical or optimization modeling. As a new discipline, data min-
ing draws from other areas such as statistics, machine learning, database retrieval,
pattern recognition, and high-performance computing.

In many applications, data is automatically generated and therefore the number
of objects to be mined can be large. The time needed to extract knowledge from such
large data sets is an issue, as it many easily run in days, weeks, and beyond. One
way to reduce computational complexity of knowledge discovery with data mining
algorithms and decision making based on the acquired knowledge is to reduce the
volume of data to be processed at a time, which can be accomplished by decompo-
sition. In this section, numerous decomposition approaches are defined and applied
for effective knowledge discovery and decision-making. Besides simplifying competi-
tion, decomposition facilities dynamic extraction of knowledge that can be used for
real-time decision making.

14.1 Decomposition in the Literature

Decomposition has been discussed in the data mining literature, however,
largely in the context of distributed learning. This research emphasizes the
use of decomposition to enhance decision making rather than learning. Gross-
man et al. 1999 outlined fundamental challenges for mining large-sale data-
bases, with one of them being the need to develop distributed data mining
algorithms. Guo and Sutiwaraphun 1988 described a meta-learning concept
called knowledge probing to distributed data mining. In knowledge probing,
supervised learning is organized in two stages. At the first stage, a set of base
classifiers is learned in parallel from a distributed data set. At the second
stage, the relationship between an attribute vector and the class from all of
the base classifiers is determined. Zaki et al. 1999 discussed a project called
SPIDER that uses shared-memory multiprocessors systems (SMPs) to accom-
plish parallel data mining on distributed data sets. Cluster analysis provides
the basic theory and algorithms for decomposition. Some of the most efficient
clustering algorithms are presented in Kusiak et al. 2000.

14.1.1 Machine Learning

Bazan 1998 categorized the existing learning algorithms as follows:

• Decision tree

Decision rule
Inductive logic programming and
Rough set algorithms
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14.2 Typology of Decomposition in Data Mining

There are two basic approaches to data mining

Direct mining of data sets
Mining of transformed data sets

The first approach is most often applied for mining data sets that can
be processed in an acceptable time by the existing data mining algorithms.
Transforming data sets before mining is intended either for large data sets or
data sets with special properties, e.g., hybrid data discussed next. One of the
most useful forms of data transformation is decomposition, which may take
place in space and time. The area of decomposition in time is extensive and
has received rather broad coverage in the literature though it is beyond the
scope of this section.

The following two forms of decomposition in space are considered in this
section

Feature set decomposition
Object set decomposition

The feature set decomposition is further classified into:

• Content-based decomposition: The feature set is decomposed into mutually
exclusive or partially overlapping subsets with the same decision D used
for each subset. The feature origin, availability, and any other criterion
could drive the content of each feature set.

• Intermediate-decision decomposition: In some applications feature values
are generated over time. In addition the downstream features may depen-
dent on the upstream features.

• Feature-type decomposition: some of the existing rule extraction algo-
rithms are intended for specific types of feature, e.g., discrete value
features.

• Feature relevance decomposition: Features may show various degree of rel-
evance to the outcome, measured with statistical metrics (e.g., correlation)
and context relationship, which is more tacit and difficult to measure (e.g.,
the impact of outside temperature on computer energy consumption).

The object set decomposition is further classified as:

• Object content decomposition: Objects are grouped according to time in-
terval, origin, applicability, and so on.

• Decision value decomposition: the set of objects is split into subsets
according to the decision value.

• Feature value decomposition: the objects (and possibly features) are
partitioned into subsets based on the value of selected features.
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14.3 Hybrid Models

One of the most meaningful applications of decomposition in data mining is
hybrid modeling. A hybrid model is a collection of models of different types,
for example, models developed on the first principles and models constructed
from the knowledge extracted by machine learning algorithms. Hybrid models
are often built because of different degree of understanding of the modeled
process, availability of data, and other application specific limitations.

The need for hybrid has been motivated by numerous engineering and
medical applications. A typical process, e.g., a semiconductor manufacturing
process or disease management process, involves stages that are well under-
stood due to available models and stages that are only loosely known. This lack
of process knowledge is likely behind unwanted events in industrial processes
(e.g., products below expected quality level) and in medicine (e.g., premature
patient’s death).

This section meets the need for hybrid models involving both well-defined
models and knowledge models derived from the data collected while observing
an actual process. During the process operations, both desirable and adverse
events occur, and therefore, the data collected is transformed into knowledge
that can be used to minimize or even prevent adverse events from happening.

A domain of interest captured by the hybrid decision making model in
Fig. 14.1 is decomposed into three stages. The model allows for bi-directional
reasoning, which is important for in-depth understanding of the model process.

The rule-structuring algorithm in Kusiak 2000 organizes the knowledge
extracted by different learning algorithms into decision tables that will be in-
tegrated with analytical models as well as models of other types are illustrated
in Fig. 14.2. The structured knowledge is “packaged” in the form of decision
tables that can be combined in other constructs such as decision maps, and
those in turn in decision atlases. These constructs will increase transparency
and effectiveness of the decision-making process.

A decision table provides decision basis (e.g., decision rules, rule support,
rule coverage, etc.) and justification for the decision (e.g., historical cases
supported by the decision rule) as symbolically illustrated in Fig. 14.2.

LEARNING
ALGORITHM

LEARNING
ALGORITHM

DATABASE
STRUCTURING
ALGORITHM

IF A=2 THEN K=2

Stage 1: Decision Table Stage 3: Decision TableStage 2: Analytical Model

L=µ2

STRUCTURING
ALGORITHM

IF L=12 THEN
n=YES

Fig. 14.1. Hybrid decision-making process
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Fig. 14.2. Example of a decision table

The entries of the decision table in Fig. 14.2 are attribute values gener-
ated by a learning algorithm. Each entry may represent a singular numerical
or symbolic value, a bounded range of values, an unbounded value range
(inequality), and so on. Each decision basis contains feature values, while jus-
tification characterizes the decision basis, for example, it may contain the
decision confidence and risks associated with a decision. The simplest way of
making decisions with a decision table is to match the values of an object with
unknown outcome to an appropriate row of the decision table. Other ways of
making robust decisions with orthogonal algorithms are discussed in Kusiak
et al. 2000.

An Example for a typical hybrid process:

Consider a five-stage process in which the models at stages 1, 3, and 5 are
unknown, while stages 2 and 4 are modeled with known functions, F1 and
F2 (see the functions below and Figure). During a three-month period, for
process stages, 1, 3, and 5 three data sets containing numerous observations
(objects) on selected features fi,I = 1, . . . ., 9 and the decision D have been
collected. A learning algorithm has extracted three sets 1, 2, and 3 of decision
rules shown next.

Rule set 1
IF f1 = 2 AND f2 = Low THEN f3 = 4
IF f2 in [2.1,4] THEN f3 = 5
Function F1
F4 = 3.1 + (f3 - 3.1)3

Rule set 2
IF f4 < 8.5 AND f5 = High THEN f6 = 8.4
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IF f5= Low THEN f6 = 12.4
Function F2
f7 = In (f6 + 2.9)1/2

Rule Set 3
IF f7 < 1.3 THEN D = Good
IF f8 >= 3.3 and f9= Positive THEN D = Bad

The content of each of the three rule sets may change frequently while the
two functions remain the same. In fact, the two functions, F1 and F2 could
interface with alternative rules generated from the corresponding data sets.

When the number of rules is large, their collective interactions are difficult
to understand. For better usability of decision rules they will be organized
by the rule-structuring algorithm in Kusiak 2000 and represented as decision
tables, decision maps, or decision atlases.

The decomposition approach discussed in this section offers the following
advantages.

• Ease of model construction and understanding: the data set is partitioned
into independent subsets (data sets 1, 3, and 5 in Fig. 14.3) and therefore
the rule induction is simplified.

• Support of the evolutionary computation concept: the basic the premise of
the discussed approach is that the models are separable and they change
with different frequency. Evolutionary computation algorithms can be in-
volved in individual models as well as controlling the evolution of the
overall model;

• Increased model structure stability: Only one sub-model (a rule set or a
function in Fig. 14.3) at a time is usually modified.

• Ease of data acquisition and model maintenance: As the scope of data
at each stage is limited it is easier to acquire the data and maintain the
component models;

• Reuse of known models and dependencies: Rather than building a new
model from scratch, the model is built around existing component models,
e.g., functions and neural network models;

• Representation of alternative solutions with positive and negative rules:
The role of negative rules in decision making is discussed in Tsumoto
et al. 2000.

f1  f2      ...fk-1
fk  f1+1      ...fm-1 fm  fm+1   ....D

f1 = f2 (fk-1) fm = f2 (fm-1)

Data set 1 Data set 2 Data set 3

Rule set 1

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Rule set 2 Rule set 3

Function F1 Function F2

Fig. 14.3. Example process with three rule sets linked by two functions
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14.4 Knowledge Structuring

One of the main reasons for extracting knowledge from data sets is to use it for
decision making, which has not received sufficient attention in the literature.
Most of decision-making algorithms are rather simplistic and usually based
on partial or full-matching schemes. Many users have difficulty accepting de-
cision rules that are nonintuitive and algorithms making decisions based on
nontransparent matching. This section addresses this important gap in the
presentation of knowledge for effective decision making.

The knowledge extracted by a learning algorithm is usually in the form of
decision rules that make predictions at some level of accuracy, typically far
from perfect. Decision rules might be numerous, the relationships discovered
may be flawed, and their meaning might be difficult to understand, and so
on. In other words, users have certain expectations for the knowledge discov-
ered that are outside of the scope of learning algorithms. The rule-structuring
models and algorithms to be developed in this research will meet these ex-
pectations. They will be used both for supporting the user view as well as
autonomous decision making.

An example for the rule-structuring concept

Three different learning algorithms A1–A3 were used to extract eight deci-
sion rules R1–R8 from a data set. These rules R1–R8 are represented as the
rule-feature matrix in fig.14.4. To simplify our considerations the information
pertinent to each rule such as support, classification quality and so on has
not been included. Though the rule set in the Fig. 14.4 is small, its analysis is
not simple. Transforming the rule-feature matrix into the structured matrix
significantly improves interpretation of the rule set. The rule-structuring algo-
rithm Kusiak 2000 generated the matrix in fig. 14.4A from the one in fig. 14.4
by removing two rules R7 and R8 due to their dissimilarity with the rules R1
through R6 and changing the sequence of the remaining rows and columns.

The content of the matrix in fig. 14.4A is structured and it allows drawing
numerous conclusions, for example:

• The decisions D = High, Medium, and Low are totally separated by fea-
tures;

• The rules R3 and R6 generated by algorithms A2 and A3 are equivalent;
• The decision D = Low can be reached in two alternative ways, using the

features values f1 = {B, C, D} and f2=a, or f1= {E, F} and f2= b.

The example illustrates only a few of numerous user’s requirements that can
be incorporated in the rule-structuring algorithm, such as:

• Matrix structure: different structures of the rule-feature matrix may
be considered, e.g., block-diagonal (see fig. 14.4A), block-diagonal ma-
trix with overlapping features, block-diagonal matrix with overlapping
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f1 f2 f3

f3 f5 f2 f1 f4 D

f4 f5 D
{B, C, D}

{E, F}
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Figure 4. Rule-feature matrix.
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Fig. 14.4. &A: Rule-Feature matrix and Structured rule-feature matrix

rules, triangular (for dependency analysis among rules), L-shape matrix,
T-shape, etc.

• Differentiation of decision on features: Each decision value is associated
with an independent subset of features;

• Differentiation of decision on features values: Any two decision values are
discernable on unique subset of feature values;

• Inclusion of user-selected features: A user may have her/his preferences in
terms of the features to be included in the selected rules, exclusion of some
features, presence of the minimum set of features, and so on;

• Contrasting positive rules against negative ones is valuable in decision
making in some applications.

14.5 Rule-Structuring Model

The rule-structuring problem can be represented as m-partite graph with each
node representing a set of rules called candidate rule set. The rules contained in
each candidate rule set share some common property, e.g., same decision value,
common features set, which depends on the objective of the rule-structuring
problem. The candidate rule sets could be defined for the rules extracted a
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D = Low

D = High

Candidate
rule set 1

Candidate
rule set 2

Candidate
rule set 3

D = Medium

Fig. 14.5. Graph representation of the rule-structuring problem for the rules in
Fig. 14.4.

specific data set, e.g., data set 1 in fig. 14.3 or across different data sets, e.g.,
data set 1 and 3 in fig. 14.3. Candidate rules sets may include rules extracted
by different learning algorithms. An arc of them-partite graph represents
relationships between the corresponding nodes, e.g., a distance.

Transforming the unstructured matrix in fig. 14.4 into the structured ma-
trix in fig. 14.4A calls for development of a rule-structuring model that could
be solved with the standard or a specialized algorithm. Both modeling and
solution alternatives are explored in this section. The rule-structuring model
is illustrated in the next example.

Example: Represent the eight rules in fig. 14.5 with the 3-partite graph in
fig. 14.5.

Each of the three candidates rule sets in fig. 14.5 contains rules with the
same outcomes. For example, the candidate rule set 1 includes the rules R1,
R4, and R7 from fig. 14.4. The arrows in fig. 14.4 symbolize relationships (e.g.,
distances) among the rules belonging to different candidate rules sets. In fact
these relationships can be of different types thus leading to a hypergraph
[Berge & Shi 1992].

Based on the m-partite graph (or hypergraph) representation of the rule-
structuring problem different models and algorithms can be developed. The
rule-structuring problem could be loosely formulated as follows:

Minimize the total distance between any two rules belonging to different
nodes of the m-partite graph subject to constraints, for example, limiting the
number of rules selected from one node, limiting the number of clusters.

14.6 Decision Tables, Maps, and Atlases

A decision table is a collection of knowledge needed to make decision in a par-
ticular domain. It generalizes the structured matrix introduced in fig. 14.4A
by:
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Stage 1 

Stage 2 

Stage 4 

Stage 3 

Fig. 14.6. Simple decision map

• Including decision rules generated by different learning algorithms;
• Transforming rules that may combine different decision rules, and so on;
• Content organization determined by the rule-structuring algorithm.

The actual decision can be made using one or more decision tables at any
stage of the decision map (see fig. 14.6). Note that some decision tables may
reduce to functions, neural network models, etc. The collection of decision
tables distributed over all decision stages constitutes a decision map. Maps in
turn can be combined in an atlas and multiple atlases make up a library, etc.
There are two primary reasons for alternative decision tables. One is that a
decision may follow one or more paths contained in one of those tables. The
notion of independence has a profound impact on decision accuracy and user’s
confidence in the algorithmically generated result.

14.7 Summary

The decomposition has been discussed in the data mining literature, however,
largely in the context of distributed learning. A typology of decomposition
approaches applicable to data mining has been presented. One of the de-
composition approaches, the structured rule-feature matrix, is used as the
backbone of a system for informed decision making. Such a system can be
implemented as a decision table, a decision map, or a decision atlas.
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14.8 Review Questions

1. What is the typology of decomposition in data mining?
2. With an example explain a typical hybrid process and rule-structuring

concept.
3. Form a simple decision map with its stages of operation.
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Data Mining System Products and Research
Prototypes

Objectives:

• Although data mining is a young field with many issues that still need
to be researched in depth, there are already a great many off-the-shelf
data mining system products and domain-specific data mining application
software available.

• We describe the features to consider when selecting a data mining product
and offer a quick introduction to a few typical data mining systems.

• To choose data mining system that is appropriate for our task, it is im-
portant to have a multiple dimensional view of data mining systems.

• Due to infancy and rapid evolution of the data mining market, we briefly
outline a few typical data mining systems in order to help the reader to
get an idea of what can be done with current data mining products.

• Many data mining systems specialize in one data mining function, such
as classification, or just one approach of a data mining function, such as
decision tree classification.

• Other systems provide a broad spectrum of data mining functions.
• Here we introduce a few systems that provide multiple data mining func-

tions and explore multiple knowledge discovery techniques.

Abstract. Although data mining is a young field with many issues that still need
to be researched in depth, there are already a great many off-the-shelf data mining
system products and domain-specific data mining application software available.
As a young discipline, data mining has a relatively short history and is constantly
evolving – new data mining systems appear on the market every year; new functions,
features, and visualization tools are added to existing systems on a constant basis;
and efforts toward the standardization of data mining language have only just begun.
We describe the features to consider when selecting a data mining product and offer
a quick introduction to a few typical data mining systems.

To choose data mining system that is appropriate for our task, it is important to
have a multiple dimensional view of data mining systems. In general, data mining
systems should be assessed based on the discussed multiple dimensional features in

S. Sumathi and S.N. Sivanandam: Data Mining System Products and Research Prototypes,
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this section. The section also discusses on the examples of commercial data mining
systems.

15.1 How to Choose a Data Mining System

With many data mining system products available on the market, we may
ask, “what kind of system should we choose?” Some people may be under the
impression that data mining systems, like many commercial relational data-
base systems, share the same well-defined operations and a standard query
language, and behave similarly on common functionalities. If such were the
case, the choice would depend more on the system’s hardware platform, com-
patibility, robustness, scalability, price, and service. Unfortunately, this is far
from reality. Many commercial data mining systems have little in common
with respect to data mining functionality or methodology and may even work
with completely different kinds of data sets.

It is important to have a multiple dimensional view of data mining systems,
so a data mining system that is appropriate for our task has to be chosen.
In general, data mining systems should be assessed based on the following
multiple dimensional features.

Data types: Most data mining systems that are available on the market han-
dle formatted, record-based, relational-like data with numerical, categorical,
and symbolic attributes. The data could be in the form of ASCII text, rela-
tional database data, or data warehouse data. It is important to check what
exact format(s) each system we are considering can handle. Some kinds of
data or applications may require specialized algorithms to search for patterns
and so their requirements may not be handled by off-the-shelf, generic data
mining systems. Instead specialized data mining systems may be used that
mine either text documents, geospatial data, multimedia data, time series
data, DNA sequences, Web log records or other web data, or are dedicated
to specific applications (such as finance, reality industry, or telecommunica-
tions). Moreover many data mining companies offer customized data mining
solutions that incorporate essential data mining functions or methodologies.

System issues: A given data mining system may run on only one operating
system, or on several. The most popular operating systems that host data
mining software are UNIX and Microsoft Windows (including 95, 98, 2000,
and NT). There are also data mining systems that run on OS/2, Macintosh,
and Linux. Large industry-oriented data mining systems should ideally adopt
a client/server architecture, where the client could be a personal computer
running on Microsoft Windows, and the server could be a set of powerful
parallel computers running on UNIX. A recent trend has data mining systems
providing Web-based interfaces and allowing XML data as input and /or
output.
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Data sources: This refers to the specific data formats on which the data
mining system will operate. Some systems work only on ASCII text files,
whereas many others work on relational data, accessing multiple relational
data sources. It is important that a data mining system supports ODBC
connections or OLEDB for ODBC connections. These ensure open database
connections, i.e., the ability to access to any relational data (including those
in DB2, Informix, Microsoft SQL Server, Microsoft Access, Microsoft Excel,
Oracle, Sybase, etc.), as well as formatted ASCII text data. A data mining
system that operates with a data warehouse should follow the OLE DB for
OLAP standard, since this helps ensure that the system is able to access the
warehouse data provided not only by Microsoft SQL server 7.0 but also by
other data warehouse products supporting the standard.

Data mining functions and methodologies: Data mining functions from the
core of a data mining system. Some data mining systems provide only one
data mining function, such as classification. Others may support multiple
data mining functions, such as description, discovery-driven OLAP analy-
sis, association classification, prediction, clustering, outlier analysis, similarity
search, sequential pattern analysis, and visual data mining. For a given data
mining function (such as classification), some systems may support only one
method, while others may support a wide variety of methods (such as de-
cision tree analysis, Bayesian networks, neural networks, genetic algorithms,
case based reasoning, etc.). Data mining systems that support multiple data
mining functions and multiple methods per functions provide the user with
greater flexibility and analysis power. Many problems may require users to try
a few different mining functions or incorporate several together, and different
methods can be shown to be more effective than others for different kinds of
data. In order to take the advantage of the added flexibility, however users
may require further training and experience. Thus such systems should also
provide novice users with convenient access to the most popular function and
method, or to default settings.

Coupling data mining with data mining and/or data warehouse systems: A
data mining system should be coupled with a database and/or a data ware-
house system, where the coupled components are seamlessly integrated into a
uniform information-processing environment. In general there are four forms
of such coupling: no coupling, loose coupling, semitight coupling, and tight
coupling. Some data mining systems work only with ASCII data files and are
not coupled with database or data warehouse systems at all. Such systems
have difficulties handling large data sets and using the data stored in database
systems. In data mining systems that are loosely coupled with database and
data warehouse systems, the data are retrieved into a buffer, main memory
by database, or warehouse operations, and then mining functions are applied
to analyze the retrieved data. These tend to have poor scalability and may
be inefficient when executing some data mining queries. The coupling of data
mining system with a database or data warehouse system may be semitight,
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providing the efficient implementation of only a few essential data mining
primitives. Ideally, a data mining system should be tightly coupled with a
database system in the sense that data mining and data retrieval process are
integrated by optimizing data mining queries deep into the iterative mining
and retrieval process. Tight coupling of data mining with OLAP-based data
warehouse systems is also desirable so that data mining and OLAP operations
can be integrated to provide OLAP mining features.

Scalability: Data mining has two kinds of scalability issues: row scalability
and column scalability. A data mining system is considered row scalable if
the number of rows is enlarged ten times, it takes no more than ten times
to execute the same data mining queries. The system is considered column
scalable if the mining query execution time increases linearly with the number
of columns due to the course of dimensionality, it is much more challenging
to make a system column scalable than row scalable.

Visualization tools: “A picture is worth a thousand words”—this is very true
in data mining. Visualization in data mining can be categorized into data
visualization, mining result visualization, mining process visualization, and
visual data mining. The variety, quality, and flexibility of visualization tools
may strongly influence the usability, interpretability, and attractiveness of a
data mining system.

Data mining query language and graphical user interface: Data mining is an
exploratory process. An easy-to-use and high-quality graphical user interface
is essential in order to promote user guided, highly interactive data mining.
Most data mining systems provide user-friendly interfaces for mining. However
unlike relational database systems where most graphical user interfaces are
constructed on top of SQL that serves as a standard, well-designed database
query language, most data mining systems do not share any underlying data
mining query language. Lack of standard mining language makes it difficult to
standardize data mining products and to ensure the interoperability of data
mining systems

15.2 Examples of Commercial Data Mining Systems

As mentioned earlier, due to infancy and rapid evolution of the data mining
market, we briefly outline a few typical data mining systems in order to help
the reader to get an idea of what can be done with current data mining
products.

Many data mining systems specialize in one data mining function, such as
classification, or just one approach of a data mining function, such as decision
tree classification. Other systems provide a broad spectrum of data mining
functions. Here we introduce a few systems that provide multiple data mining
functions and explore multiple knowledge discovery techniques.
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• Intelligent Miner is an IBM data mining product that provides a
wide range of data mining algorithms, including association, classification,
regression, predictive modeling, deviation detection, sequential pattern
analysis, and clustering. It also provides an application toolkit contain-
ing neural network algorithms, statistical methods, and data visualization
tools. Distinctive features of Intelligent Miner include the scalability of
its mining algorithms and its tight integration with IBM’s DB2 relational
database system.

• Enterprise Miner was developed by SAS Institute, Inc. It provides mul-
tiple data mining algorithms, including association and classification, and
statistical analysis packages. A distinctive feature of Enterprise Miner is
its variety of statistical analysis tools, which are built based on the long
history of SAS in the market of statistical analysis.

• MineSet was developed by Silicon Graphics Inc. (SGI). It also provides
multiple data mining algorithms, including association and classification,
as well as advanced statistics and advanced visualization tools. A dis-
tinguishing feature of MineSet is its set of robust graphics tools (using
powerful using powerful graphics features of SGI computers), including
rule visualizer, tree visualizer, map visualizer, and (multidimensional data)
scatter visualizer, for the visualization of data and data mining results.

• Clementine was developed by Integral Solutions Ltd. (ISL). It provides
an integrated data mining development environment for end users and de-
velopers. Multiple data mining algorithms, including rule induction, neural
nets, classification, and visualization tools, are incorporated in the sys-
tem. A distinguishing feature of Clementine is its object-oriented, extended
module interface, which allows users’ algorithms and utilities to be added
to Clementine’s visual programming environment. Clementine has been
acquired by SPSS Inc.

• DBMiner was developed by DBMiner Technology Inc. It provides multi-
ple data mining algorithms, including discovery-driven OLAP analysis,
association, classification, and clustering. A distinctive feature of DB-
Miner is its data-cube-based on-line analytical mining, which includes
efficient frequent-pattern mining functions, and integrated visual classi-
fication methods.

There are many other commercial data mining products, systems, and re-
search prototypes that are also fast evolving. Interested readers may wish to
consult timely surveys on data warehousing and data mining products. More
detailed introduction to the commercial data mining system is presented in
Appendix IV.

15.3 Summary

This section discussed on the method of choosing a data mining system and
also gave examples of the commercial data mining systems.
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15.4 Review Questions

1. What are the choices required to choose a data mining system?
2. Give few examples of commercial data mining systems.
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Data Mining in Customer Value and Customer
Relationship Management

Objectives:

• To understand the concept of data mining by comparing traditional mar-
keting research with relationship marketing.

• To create separate portraits of individual customers.
• To secure a database and to examine the capabilities and effectiveness of

various data mining techniques to determine the usefulness as related to
the customer relationship management.

• To help organizational decision makers identify their most profitable cus-
tomers.

• To deliver “ideal” customer-defined value at each customer interaction
using CVM.

• To use the data mining for incentive allocation.
• To give an overview of what the (future) worker in the field of ERP can

expect and has to have heard of when dealing with CRM.
• Linking a call center to the enterprise’s network is to enable the agent to

access, create, and change customer data.
• To feed a CRM system in order to make it effective, such as materials

billing and order history, is often stored all over the enterprise and in the
best case embedded in an ERP system.

• To provide high-quality information for the CRM programs, we must dis-
cover first rate customer-related data and evaluate them with suitable data
mining techniques.

Abstract. Since data mining is a young discipline with wide and diverse applica-
tions, there is still a nontrivial gap between general principles of data mining and
domain specific, effective data mining tools for particular applications.

Current technology has made available enormous amounts of multimedia data
such as audio, image, video, sequence, and hypertext data that need to be analyzed.
The main objective of the analysis is to extract (or mine) interesting patterns,
associations, rules, changes, anomalies, and general regularities from the data to
improve the process of decision making.

S. Sumathi and S.N. Sivanandam: Data Mining in Customer Value and Customer Relationship

Management, Studies in Computational Intelligence (SCI) 29, 321–386 (2006)
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Data mining is a promising and relatively new area of current research and
development, which can provide important advantages to the users. It can yield
substantial knowledge from data primarily gathered for a wide range of quite differ-
ent applications. Financial institutions have derived considerable benefits from its
application and other industries and disciplines are now applying the methodology
to increasing effect.

The background of data mining, data warehousing, knowledge discovery in data-
bases, a concept of customer relationship marketing, customer acquisition, customer
value management, customer lifetime value, customer relationship management con-
cepts are discussed in this section.

This section describes the concept of data mining by comparing traditional mar-
keting research with relationship marketing. The background of data mining is dis-
cussed with special emphasis paid to the various terms in data mining such as data
warehouses and data marts as well as knowledge discovery in databases (KDD) and
customer relationship management (or) marketing (CRM). Steps necessary for com-
panies to implement successful data mining projects are enumerated and directions
for further research are suggested.

For most businesses, the primary means of growth involves the acquisition of new
customers. This could involve finding customers who previously were not aware of the
product, were not candidates for purchasing the product (for example, baby diapers
for new parents), or customers who in the past have bought from their competitors.
Some of these customers might have been the customers previously, which could be
an advantage (more data might be available about them) or a disadvantage (they
might have switched as a result of poor service). In any case, data mining can often
help segment these prospective customers and increase the response rates that an
acquisition marketing campaign can achieve.

Also the features of the customer relationship management and customer value
management are discussed. Even the comparison and various information regarding
both are given. The way in which companies interact with their customers has
changed dramatically over the past few years. A customer’s continuing business is no
longer guaranteed. As a result, companies have found that they need to understand
their customers better, and to quickly respond to their wants and needs. In addition,
the time frame in which these responses need to be made has been shrinking. It is no
longer possible to wait until the signs of customer dissatisfaction are obvious before
action must be taken. To succeed, companies must be proactive and anticipate what
a customer desires.

16.1 Data Mining: A Concept of Customer Relationship
Marketing

16.1.1 Traditional Marketing Research

Today the majority of companies that consider themselves market driven are
still organized around their products. These companies position their products
to a carefully researched segment of customers whose wants are unfulfilled.
To virtually guarantee success, these companies believe that they must give
additional value to the chosen segment by differentiating their product in
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some unique way. Companies of this type emphasize the refining of internal
processes and outputs to meet the needs of the mass market and customers
are treated as a homogeneous and basically passive mass.

A number of companies attempted to change or redirect their efforts in
the late 1980s and early 1990s. At that time “customer service” became a
“hot” topic. Everyone from CEOs to brand managers to hourly employees
was admonished to “Take Care of the Customer.” Traditional surveys of what
the customers want or the service they have received are what many companies
rely on today. This traditional survey gives the company reliable information
on what customers think they think or what they think they want, but it
may not be what they really think or want. If we are only supplying what
their customer wants or think they want today, we are not tapping into the
unspoken needs and un-served markets that may be the key to the customer
of today and the potential customers of tomorrow.

Companies that consider themselves market driven spend an inordinate
amount of time differentiating their product through quality improvement. It
is estimated that focusing on quality improvements is only about 10l of what
we should be doing in the company. This overriding strategy of the past was
to acquire customers and respond to their aggregate needs.

16.1.2 Relationship Marketing – the Modern View

Forward-looking companies of today believe that customers are what sustains
any business and that they have “lifetime value” not just the value of a single
sale. It is believed that customer groups, if managed and maintained, cannot
be easily copied by the competition, i.e., they are one of the few “sustainable”
competitive advantages open to the company.

Progressive companies of the future will know and understand the differ-
ence between knowledge of the customer and customer knowledge. For in-
stance, knowledge of the customer is knowing how many hits a browser makes
on their Web site, whereas customer knowledge is knowing what to do with
the hits. To benefit from this “new” philosophy a company must change the
entire business operation, so that research and development and marketing
work seamlessly, and financial resources are allocated in the “right” places.

The producers and suppliers must be able to put together the right mix of
service and information surrounding the differentiated or personalized prod-
ucts of the future. This mix will be customized, by creating very separate
portraits of individual customers.

The technology to develop these portraits exists in today’s data mining
technology. Companies are able to take information from their own company’s
database and augment it with enhancement information provided by a data
compiler and then apply a predictive model to the augmented data set using
sophisticated data mining techniques. In this way we can understand some of
the things the individuals in the year 2020 will want to achieve as customers.
Namely:
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(a) To make better and easier decisions. Data mining technology can help
the supplier make use of more intimate knowledge to better target their
offers. Goods or services, price, distribution channels, and communication
tools can be adapted to give a near exact offer for a very targeted group of
consumers. The marketer can tailor demographic data and response data
to get close to one-on-one marketing.

(b) To better manage pressure and anxieties. It is expected by the year 2020
companies may respond to customer needs for stress reduction and time
management by developing such innovative strategies as regular direct
home delivery of necessities that customers will not spend time shopping
for. This process may be so transparent that consumers will receive bath-
room rolls, paper towels, detergents, and specific food items the very way
we receive heating, oil, and electricity today.

(c) To fulfill their “measured hopes”. Customers will be wanting to experience
more things in their short amount of leisure time. Data mining techniques
will enable service-oriented companies to provide engineered experiences
for a consumer’s leisure time. These engineered experiences will be similar
to the ones provided today by Disney World and Disneyland.

(d) To benefit from better and faster innovation and, above all, be treated as
individuals. By the year 2020 individual and personalized products will be
so highly customized that they will adapt to changing needs and habits.
The customer may not even be aware of the changing need, but the sophis-
ticated data mining system will be able to detect them. It is predicted that
in the next 30 to 50 years, customers will have such an enormous range of
new products built on natural, biotech, and atomically manipulated ma-
terials that they (customers) will be in control of essentially everything in
the marketplace.

16.1.3 Understanding the Background of Data Mining

Data Warehouse

With the reduction in cost of computing power, companies are collecting all
kinds of data about their customers. The repository for this large amount of
data has become known as a data warehouse. A data warehouse is designed for
decision-makers strategic design support and is made up largely from parts of
an operational database. This data warehouse can contain billions of records.
Wal-Mart’s warehouse maintained by NCR Corporation has 101 terabytes of
information. With a terabyte containing 250 million pages of text, this data
warehouse contains more than 25 billion pages of text. This data warehouse
runs more than 30 business applications, supports more than 18,000 users,
handles 120,000 complex queries a week, and receives 8.4 million update every
minute during peak times. A complex data warehouse like the one described
above can cost in excess of $10 million and take from one to three years to
complete.
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Data Mart

A specialized repository of data used by specific departments such as finance
or sales and fed from an enterprise-wide data warehouse is called a data mart.
Average cost to build a data mart is usually between $10,000 and $1 million
and can be up and running in less than six months.

Knowledge Discovery in Databases (KDD)

In its broadest scope data mining is referred to as KDD. However, data mining
is generally thought of as a particular activity of KDD that applies a specific
algorithm to extract patterns that help convert data into knowledge. KDD has
been performed in some form since the first business enterprise, but usually
on an ad hoc, catch-as-catch-can role that supported decision makers. The
difference in this past role and today is that the process is being continuously
operated and is becoming central to the core of business operations.

Data Mining

Data mining has been defined as the process of sifting through large amounts
of data to spot patterns and trends that can be used to improve business
functions. Simply put, it is prospecting for profits in the depths of the com-
pany’s database or “like looking for gold in our computer.” It combines tech-
niques from statistics, databases, machine learning, and pattern recognition
to extract (mine) concepts, concept interrelations, and interesting patterns
automatically from large business databases.

The difference between data mining and other analytical methods is
the approach they use in exploring the data. Most analytical tools use the
verification-based method – the user hypothesizes about specific relationships
and tries to prove or refute the presumptions. Data mining uses what is called
discovery-based approaches in which pattern matching and other algorithms
are employed to determine the key relationships in the data. Actually it is
nothing more than the analysis of existing data to extract new, previously
unknown, or unrealized information. This analysis of existing data benefits
both businesses and consumers as the growing capabilities of the new tech-
nique are realized.

Data mining is often referred to as having two scopes. The narrow scope
is defined as the automated discovery of “interesting” non-obvious patterns
hidden in a database that have a potential for contributing to the overall profit
of the firm. This narrow definition encompasses computer-based or “machine
learning: methods such as neural networks, genetic algorithms, and decision
trees to extract patterns of information from data while requiring only limited
human involvement.”

The broad scope of data mining encompasses “confirmation” or testing
of relationships revealed in the narrow scope. These relationships are con-
firmed to support the theories, models, and hypotheses formulated within
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the narrow scope definition of data mining. Examples of procedures used in-
clude exploratory data analysis, ordinary least squares, regression, logistical
regression, and discriminate analysis. The broad scope involves managers and
analysis identifying important variables and structuring the investigation.

Data Mining: From Data to Knowledge

Collecting business or scientific data is a basic step toward achieving com-
petitive advantage. In order for data to become a strategic resource it must
be possible to extract knowledge from them about the system under study.
Data mining techniques, rooted in the fields of artificial intelligence and sta-
tistics, jointly with appropriate computational power, allow knowledge to be
extracted and synthesized by means of automatic learning from raw data.
Knowledge, expressed in terms of decision trees, association rules, depen-
dency structures, probability, etc. allows questions such as the following to
be answered: What goods should be promoted to the customer? What is the
probability that a certain patient suffers a given disease? How should a med-
ical image be interpreted? What is the avalanche risk in a certain area? Will
this customer default on a loan? What is the good that a certain customer
is likely to buy given that he bought another? The data mining approach is
viable when a convenient database is available and is largely independent of
the specific application domain, not requiring experts’ knowledge.

16.1.4 Continuous Relationship Marketing

As we consider data mining in its narrow and broad scope, it is important
to understand the relationship of database marketing and data mining with
the personal touch. Companies such as Hertz, USAA, Wal-Mart, and Nord-
strom are successful, not because they have a gigantic data warehouse, but
because they have figured out practical ways to gather information and act
on it quickly. These successful companies understand their customer their
competitive position and they understand profitability.

With the lower price of information technology (IT) markets can offer
real customer relationships of the past, before mass markets, combined with
greater variety and lower prices. This type of combination is known as the
continuous relationship marketing (CRM) strategy. Several key rules are im-
portant to consider for use in the implementation of this strategy.

a) Use the information that is gathered to serve the customers better. Mar-
keters can arrive at a customer lifetime value (CLV) calculation that sums
the profitability of individual purchases to arrive at current customer value
and factors in time to reflect the importance of customer retention.

b) Continuous relationship marketing (CRM) strategy is most effective when
it concentrates on building relationships with customers who offer attrac-
tive lifetime value.
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c) Build customer relationships, not just databases. It is not enough to have
a customer’s name in the database; this information must be used to build
a stronger relationship with the customer.

d) Be willing to treat customers differently. Some customers may have a cus-
tomer’s lifetime value (CLV) often or even a hundred times greater than
other customers, yet the company may not treat the more valuable cus-
tomer differently from any other customer. Width dedicated ticket lines,
priority upgrades and “early” boarding, airlines have perfected this “class
treatment” better than most industries.

e) Compete with skills, not capital. The successful CRM practitioner ana-
lyzes data to understand customer behavior and identifies ways to serve
customers better.

In short, continuous relationship marketing (CRM) is an approach in which
a company seeks to build close relationships with its potential and current
customers, so that both segments will be encouraged to concentrate a dispro-
portional high share of their value with the company.

16.1.5 Developing the Data Mining Project

Companies that are successful in data mining efforts need (a) careful plan-
ning, (b) careful selection of the right data, (c) to be certain that data is in
the proper format to be analyzed and (d) to have a clearly defined business
objective. There are several steps necessary in implementing a data mining
project. Namely:

1). A company needs to establish a research objective for the project. The
researchers may ask themselves: why are we doing this? what problems
are we addressing? what do we hope to accomplish? Data mining, like
any other research, is designed to provide information that can be used to
improve the current situation. A firm cannot just decide to mine its data
and expect solutions to present themselves. It is necessary to decide what
issues need to be addressed and then determine if data mining techniques
are an appropriate solution.

2). After establishing an objective, it is necessary to select an appropriate
data set. Many data sets include transaction data, demographic data, and
lifestyle data. Just because data mining packages can handle large data
sets, it is not necessary or prudent to include variables that have absolutely
no relationship to the objective.

3). The next step in the data mining process is to cleanse and transform
the data set. This step is vital to ensure accuracy and effectiveness of the
outcome. Often times in large data sets customer records are incomplete
or the same customer appears multiple times. Cleansing the data set in-
cludes deleting fields where data is missing or deleting duplicate records.
Transforming data can involve converting data from one type to another
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such as numeric to character or currency. The point of this stage in the
process is to remove or transform any data that could lead to “dirty” or
inaccurate results.

4). The last stage in the data mining project is to actually mine the data.
After the research objective is determined and the data is cleansed appro-
priately and transformed, the researcher must select the appropriate way
to mine the data. This involves deciding what type of data mining opera-
tion to use, selecting the data mining technique to support this operation
and ultimately mining the data. Once the data is mined and the designed
information is extracted it can be analyzed and interpreted with respect
to the original research objective.

16.1.6 Further Research:

Here, we discussed the concept of data mining by comparing traditional mar-
keting research with relationship marketing, providing an understanding of
the background of data mining and guidelines for developing the data mining
projects.

The next step for the further research in this area is to actually secure a
database and to examine the capabilities and effectiveness of various data min-
ing techniques to determine the usefulness as related to the customer relation-
ship management. Value to the researcher could be obtained by attempting to
evaluate a realistic managerial issue that a marketer might face. Data mining
techniques could be employed to determine their effectiveness in addressing
the issue. For example, historical transactions data could be examined utiliz-
ing data mining techniques to develop custom clusters and predictive models
that could then be used to help organizational decision makers identify their
most profitable customers.

16.2 Introduction to Customer Acquisition

The traditional approach to customer acquisition involved a marketing man-
ager developing a combination of mass marketing (magazine advertisements,
billboards, etc.) and direct marketing (telemarketing, mail, etc.) campaigns
based on their knowledge of the particular customer base that was being tar-
geted. In the case of a marketing campaign trying to influence new parents
to purchase a particular brand of diapers, the mass marketing advertisements
might be focused in parenting magazines (naturally). The ads could also be
placed in more mainstream publications whose readership demographics (age,
martial, status, gender, etc.) were similar to those of new parents.

In the case of traditional direct marketing, customer acquisition is
relatively similar to mass marketing. A marketing manager selects the de-
mographics that they are interested in (which could very well be the same
characteristics used for mass-market advertising), and then works with a data
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vendor (sometimes known as a service bureau) to obtain lists of customers who
meet those characteristics. The service bureaus have large databases contain-
ing millions of prospective customers who can be segmented based on specific
demographic criteria (age, gender, interest in particular subjects, etc.) to pre-
pare for the “diapers” direct mail campaign, the marketing manager might
request a list of prospectives from a service bureau. This list could contain
people, aged 18 to 30, who have recently purchased a baby stroller or crib
(this information might be collected from people who have return warranty
cards for strollers or cribs). The service bureau will then provide the marketer
with a computer file containing the names and addresses for these customers
so that the diaper company can contact these customers with their marketing
message. It should be noted that because of the number of possible customer
characteristics, the concept of “similar demographics” has traditionally been
an art rather than a science. There usually are no hard-and-fast rules about
whether two groups of customer share the same characteristics. In the end,
much of the segmentation that took place in traditional direct marketing
involves hunches on the part of the marketing professional. In the case of
18-to-30 year old purchasing baby strollers, the hunch might be that people
who purchase a stroller in this age group are probably making the purchase
before the arrival of their first child (because strollers are saved and used for
additional children). They also have not yet decided the band of diapers to
be used. Seasoned veterans of the marketing game know their customer well
and are often quite successful in making these kinds of decisions.

16.2.1 How Data Mining and Statistical Modeling Change Things

Although a marketer with a wealth of experience can often choose relevant de-
mographic selection criteria, the process becomes more difficult as the amount
of data increase. The complexities of the patterns increase both with the num-
ber of customers being considered and the increasing detail of each customer.
The past few years have seen tremendous growth in consumer databases, so
the job of segmenting prospective customer is becoming overwhelming.

Data mining can help this process, but it is by no means a solution to all
of the problems associated with customer acquisition. The marketer will need
to combine the potential customer list that data mining generates with offers
that people are interested in. Deciding what is an interesting offer is where
the art of marketing comes in.

16.2.2 Defining Some Key Acquisition Concepts

Before the process of customer acquisition begins, it is important to think
about the goals of the marketing campaign. In most situations, the goal of
acquisition marketing campaign is to turn a group of potential customers into
actual customers of the product or service. This is where things can get a
bit fuzzy. There are usually many kinds of customers, and it can often take
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significant amount of time before some one becomes a valuable customer.
When the results of an acquisition campaign are evaluated there are often
different kinds of responses that need to be considered.

The responses that come in as a result of a marketing campaign are called
response behaviors. The use of the word behavior is important because the
way in which different people respond to a particular marketing message can
vary. How a customer behaves as a result of the campaign needs to take this
variation into consideration. A response behavior defines a distinct kind of
customer action and categorizes the different possibilities so that they can be
further analyzed and reported on.

Binary response behaviors are the simplest kind of response. With a binary
response behavior, the customer response is either a yes or no. If someone has
sent a catalog, did they buy something from the catalog or not? At the highest
level, this is often the kind of response that is talked about. Binary response
behaviors do not convey any subtle distinctions between customer actions, and
these distinctions are not always necessary for effective marketing campaigns.

Beyond binary response behaviors are categorical response behaviors. As
one would expect, a categorical response behavior allows for multiple behav-
iors to be defined. The rules that define the behaviors are arbitrary and are
based on the kind of business we are involved in. Going back to the example of
sending out catalogs, one response behavior might be defined to match if the
customer purchased women’s clothing from the catalog, whereas a different
behavior might match when the customer purchased men’s clothing. These
behaviors can be refined a far as deemed necessary (for example, “purchased
men’s red polo shirt.”)

It should be noted that it is possible for different response behaviors to
overlap. A behavior might be defined for customers that purchased over $100
from the catalog. This could overlap with the “purchased men’s clothing”
behavior if the clothing that was purchased cost more than $100. Overlap can
also be triggered if the customer purchases more than one item (both men’s
and women’s shirt’s, for example) as a result of a single offer.

Although the use of overlapping behaviors can tend to complicate analysis
and reporting, the use of overlapping categorical response behaviors tends to
be richer and therefore will provide a better understanding of the customers
in the future.

There are usually several different kinds of positive response behaviors that
can be associated with an acquisition marketing campaign. (This assumes that
the goal of the campaign is to increase customer purchases, as opposed to an
informational marketing campaign in which customers are simply told of the
company’s existence.) Some of the general categories of response behaviors
are the following:

• Customer inquiry. The customer asks for more information about the prod-
ucts or services. This is a good start. The customer is definitely interested
in the products—it could signal the beginning of a long-term customer
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relationship. We might also want to track conversions, which are follow-
ups to inquiries that result in the purchase of a product.

• Purchase of the offered product or products. This is the usual definition of
success. We offered the products to someone, and they decided to buy one
or more of them. Within this category of response behaviors, there can
be many different kinds of responses. As mentioned earlier, both “pur-
chased men’s clothing” and “purchased women’s clothing” fit within this
category.

• Purchase of a product different that the ones offered. Despite the fact that
the customer purchased one of the products, it was not the one we offered.
We might have offered the deluxe product and they chose to purchase
the standard model (or vice versa). In some sense, this is a very valuable
response because we now have data on a customer/product combination
that we would not otherwise have collected.

There are also typically two kinds of negative responses. The first is a non-
response. This is not to be confused with a definite refusal of the offer. For
example, if we contacted the customer via direct mail, there may be any num-
ber of reasons why there was no response (wrong address, offer misplaced,
etc.). Other customer contact channels (outbound telemarketing, e-mail, etc.)
can also result in ambiguous nonresponses. The fact there was no response
does not necessarily mean that the offer was rejected. As a result, the way
we interpret a nonresponse as part of additional data analysis will need to be
thought out.

A rejection (also known simply as a “no”) by the prospective customer is
the other kind of negative response. Depending on the offer and the contact
channel, we can often determine exactly whether or not the customer is in-
terested in the offer (for example, an offer made via outbound telemarketing
might result in a definitive “no, I’m not interested” response). Although it
probably does not seem useful, the definitive “no” response is often as valu-
able as they positive response when it comes to further analysis of customer
interests.

16.2.3 It all Begins with the Data

One of the differences between customer acquisition and most other marketing
applications of data mining revolves around the data that is used to build
predictive models. The amount of information that we have about people is
that we do not get relationship with his customer, with limited information. In
some cases, the data might be limited to their address and/or phone number.
The key to this process is to have a relationship between the information that
we do have and the behaviors that we want to model.

Most acquisition marketing campaigns begin with the prospect list. A
prospect list is simply a list of customers who have been selected because they
are likely to be interested in the products or services. There are numerous



332 16 Data Mining in Customer Value and Customer Relationship Management

companies around the world that will sell lists of customers, often with a
particular focus (for example, new parents, retired people, new car purchasers,
etc.).

Some times it is necessary to add additional information to a prospect
list by overlaying data from other sources. For example, consider a prospect
list that containing only names and addresses. In terms of a potential data
mining analysis, the information contained in the prospect list is very weak.
There might be some patterns in the city, state, or zip code fields, but they
would be limited in their predictive power. To augment the data, information
about customers on the prospect list could be matched with external data.
One simple overlay involves combining the customer’s ZIP code with U.S.
census data about average income, average age, and so on. This can be done
manually or, as is often the case with overlays and the list provider can take
care of this automatically.

More complicated overlays are also possible. Customers can be matched
against purchase, response, and other detailed data that the data vendors col-
lect and refine. This data comes from a variety of sources, including retailers,
state and local governments, and the customers themselves. If we are mailing
out a car accessories catalog, it might be useful to overlay information (make,
model, year) about any known cars that people on the prospect list might
have registered with their department of motor vehicles.

16.2.4 Test Campaigns

Once we have a list of prospect customers, there is still some work that needs
to done before we can create predictive models for customer acquisition. Un-
less we have data available from previous acquisition campaigns, we will need
to send out a test campaign in order to collect data for analysis. Besides the
customers we have selected for the prospect list, it is important to include
some other customers in the campaign, so that the data is as rich as possi-
ble for further analysis. For example, assume that the prospect list (that we
purchased from a list broker) was composed of men over age 30 who recently
purchased a new car. If we were to market to these prospective customers and
then analyze the result, any patterns found by data mining would be limited
to subsegments of the group of men over 30 who bought a new car. What
about women or people age 30? By not including these people in our test
campaign, it will be difficult to explain further campaign to include segments
of the population that are not in our initial prospect list the solution is to
include a random of selection of customers whose demographics differ from
the initial prospect list. This random selection should constitute only a small
percentage of overall marketing campaign, but it will provide valuable infor-
mation for data mining. We will meet to work with our data vendor in order
to add a random sample to the prospect list.
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More sophisticated techniques than random selection, do exist such as
those found in statistical experiment design and multivariable testing (MVT).
Deciding when and how to implement these approaches is beyond the scope of
this book, but there are numerous resources in the statistical literature that
can provide more information.

Although this circular process (customer interaction? data collection? data
mining? customer interaction) exists in almost in every application of data
mining to marketing, there is more room for refinement in customer acquisi-
tion campaigns. Not only do the customers that are included in the campaigns
change over time, but the data itself can also change. Additional overlay in-
formation can be included in the analysis when it becomes available. Also, the
use random selection in the test campaigns allows for new segments of people
to be added to our customer pool.

16.2.5 Evaluating Test Campaign Responses

Once we have started our test campaign, the job of collecting and categorizing
the response behaviors begins. Immediately after the campaign offers go out,
we need to track responses. The nature of the response process is such that
responses tend to trickle in over time, which means that the campaign can
go on forever. In most real-world situations, though, there is threshold after
which we no longer look for responses. At that time, any customers on the
prospect list that have not responded are deemed “nonresponses.” Before the
threshold, customers who have not responded are in state of limbo, somewhere
between a response and a nonresponse.

16.2.6 Building Data Mining Models Using Response Behaviors

With the test campaign response data in hand the actual mining of customer
response behaviors can begin. The first part of this process requires one to
choose which behaviors one is interested in predicting, and at what level of
granularity. The level at which the predictive models work should reflect the
kinds of offers that one can make, not the kinds of responses that one can
track. It might be useful (for reporting purposes) to track catalog clothing
purchases down to the level of color and size. If all catalogs are the same,
however, it really does not matter what the specifics of a customer purchase
for the data mining analysis. In this case (all catalogs are the same), binary
response prediction is the way to go. If separate men’s and women’s catalogs
are available, analyzing response behaviors at the gender level would be ap-
propriate. In either case, it is a straightforward process to turn the lower-level
categorical behaviors into a set of responses at the desired level of granularity,
If there are overlapping response behaviors, the duplicates should be removed
prior to mining.
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In some circumstances, predicting individual response behavior might be
an appropriate course of action. With the movement toward one-to-one cus-
tomer marketing, the idea of catalogs that are custom produced for each
customer is moving closer to reality. Existing channels such as the Internet
or outbound telemarketing also allow one to be more specific in the ways we
target the exact wants and needs of their prospective customers. A significant
drawback of the modeling of individual response behaviors is that the analyti-
cal processing power required can grow dramatically because the data mining
process needs to be carried our multiple times, once for each response behavior
that one is interested in. How one-handle negative responses also need to be
thought out prior to the data analysis phase. As discussed previously, there
are two kinds of negative responses: rejections and nonresponses. Rejections,
by their nature, correspond to specific records in the database that indicate
the negative customer response. On-responses, on the other hand, typically
do not represent records in the database. Nonresponses usually correspond
to the absence of a response behavior record in the database for customers
who received the offer. There are two ways in which to handle non-responses.
The most common way is to translate all nonresponses into rejection, either
explicitly (by creating rejection records for the nonresponding customers) or
implicitly (usually a function of the data mining software used). This approach
will create a data set comprising all customers who have received offers, with
each customer’s response being positive (inquiry or purchase) or negative (re-
jections and nonresponses).

The second approach is to leave nonresponses put of the analysis data set.
This approach is not typically used because it throws away so much data,
but it might make sense if the number of actual rejections is large (relative
to the number of nonresponses); experience has shown that nonresponses do
not necessarily correspond to a rejection of one’s product or services offering.
Once the data has been prepared, the actual data mining can be performed.
The target variable that the data mining software will predict is the response
behavior type at the level we have chosen (binary or categorical). Because
some data mining applications cannot predict nonbinary variables, some fi-
nessing of the data will be required if we are modeling categorical responses
using noncategorical software. The inputs to the data mining system are the
input variables and all of the demographic characteristics that we might have
available, especially any overlay data that we combined with our prospect
list. In the end, a model (or models, if we are predicting multiple categorical
response behaviors) will be produced that will predict the response behav-
ior that we are interested in. The models can then be used to score lists of
prospect customers in order to select only those who are likely to response
to our offer. Depending on how the data vendors we work with operate, we
might be able to provide them with purchasing overlay data in order to aid in
the selection of prospects, the output of the modeling process should be used
to determine whether all of the overlay data is necessary. If a model does not
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use some of the overlay variables, we might want to save some money and
leave out these unused variables the next time we purchase a prospect list.

16.3 Customer Relationship Management (CRM)

Knowledge of CRM and Customers: Considering the key issues that relate to
how business interpret and make use of data about customers

Definition of CRM
How CRM data is used
Strategic data analysis for CRM
Data warehousing and data mining, how they can be used in CRM
Sharing customer data within the value chain

Strategy and Technology:

(CVM) Customer Value Management
The re-emergence of smart cards as a technology for customer management

16.3.1 Defining CRM

Traditionally, companies have developed databases to capture customer infor-
mation, including such details as customer profiles, demographics, products
purchased, and other items of interest. This data is used by management sales-
people, service personnel, and others to determine market trends, customer
preferences, service, and maintenance required by customers. However, there
was a question whether companies had managed to transform this data into
value.

16.3.2 Integrating Customer Data into CRM Strategy

Today, technologies such as data warehousing and data mining allow com-
panies to collect, store, analyze, and manipulate enormous volumes of data.
This can be important for marketers trying to provide better service and more
satisfaction to the customer than competitors.

16.3.3 Strategic Data Analysis for CRM

Many companies have not determined how to deal with the rapidly increas-
ing volumes of data about customers now being recorded in and about their
business, through research, operations, or external data suppliers. Examples
here are firstly, consumer goods retailers. Retailers can now obtain reports
about the purchasing of individual products by specific customers, usually
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within a few hours of purchasing taking place and sometimes online. In its ex-
treme form this can include the results of promotions mounted through mobile
phone. Utilities, financial services, and B2B companies – managers in these
industries now have comprehensive databases, which record not only purchase
but also sales enquiries, responses to promotions, and a mass of detailed data
about customers. All the examples illustrate two of the key dimensions that
exist in marketing data analysis-product and customer.

Product Dimension

Companies such as retailers, which do not know the identity of their final cus-
tomers, while applying customer management disciplines to their immediate
direct customers, must use product management to get the best result. This
is the so-called “product optimizers.” Their own and market data on price,
promotion, inventory levels and movements, and shipments is used to deter-
mine the optimum marketing and distribution policy. Their data is organized
along the product dimension, and the key analysis task is to make sense of
the possibly daily millions (e.g., P&G and Nestle) of transaction in which
their products are involved. There are many companies that organize data
by product and focus on marketing efforts that aim to increase demand for
specific products – Gillette is one example, aiming to increase regular shaving,
perhaps to twice a day.

Customer Dimension

Companies that can manage their customers as individual or small groups
need to become expert in analyzing customer data, and be able to answer
questions such as: Which customers do we want to market to market to, and
we do not want to? How do we want to manage our customers? At what price
would we like to sell, through which channels of distribution, and when? We
will be very surprised that almost 90l of the companies in UK do not apply
this basic principle to their companies.

The classification of management actions can be combined with a cate-
gorization of decision areas to produce a clear statement of requirement for
the analyses to be undertaken. For example, for an FMCG supplier, the de-
cision areas might be categorized to include: packaging, manufacturing and
inventory volumes, distribution strategy and tactics, standard costing and
pricing, promotional pricing, promotional offers, media advertising, individ-
ual brand/product definition and positioning.

Companies should normally need to consolidate and synthesize data from
different sources (internal, market research, generally available market data,
etc.) and functions (marketing, sales, finance, customer service, manufactur-
ing, etc.). A successful approach to analyze the company is by defining the key
analysis dimensions in some detail, and then to ensure focus on a few areas,
which can be backed by management action.
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The needs of different users vary, and different users will require different
tools to support their different management actions, but this must not lead to
data being dispersed to different users so that the capability for coordinated
analysis is lost.

16.3.4 Data Warehousing and Data Mining

What is Data Mining?

A simple definition of data mining in marketing is: extraction of previously
unknown, comprehensible and actionable information from large repositories
of data, and using it to make crucial business decision and support their imple-
mentation, including formulating tactical and strategic marketing initiatives
and measuring their success.

Why Using Data Mining in Marketing?

The aim of data mining is to obtain a sufficient understanding of a pattern
of market behavior to allow quantifiable benefits to be derived from changes
in behavior suggested by the analysis. This involves learning previously un-
known facts about market behavior; answering specific questions, including
forecasting questions.

In deciding whether to use data mining we must develop a clear view as to
how we are going to use the output, in policy terms. Far too many data min-
ing projects have been undertaken on the initiative of IT departments. These
usually result in lots of interesting findings but number action. Companies
with large customer bases, with a reasonable degree of stability in the mar-
keting staff and in their marketing services suppliers, should have a wealth of
knowledge about customers in the heads of their people and in reports on their
past activities. Data mining will often confirm their beliefs, but add a more
quantitative or practical edge – e.g., specifying the size of a long-suspected
segment, identifying which customers belong to it. Some deductions are rea-
sonable, such as buying behavior depending on socio-economic status, and
these are the ones where one should collect data to investigate.

But data mining is more than simple data analysis. It is the understanding
of a business environment, such that relevant questions can be answered by
the use of the appropriate data analysis tool on the properly selected data.
As such, data mining requires:

Understanding of the industry conditions
Appreciation of specific factors that apply to the company
Familiarity with a wide range of analytical tools
Ability to present extracted information in informative ways
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16.3.5 Sharing Customer Data Within the Value Chain

How products and services (prices, availability, etc.) can more easily flow up
and the supply chain using e-technology, helping customers toward the end
of the chain better. However, it is clear that the more that suppliers further
up the supply chain known about customers further down it, the better they
can serve those customer needs. Put simply, customer data is valuable more
than the supplier immediately facing the customer. An example of this is
the willingness of suppliers in a market to share negative data about their
customers, including those that do not pay in their activities. While there are
many such examples of negative (or risk avoidance) data being shared, there
are few occasions where positive data is shared within a market or value chain.

Data protection legislation

Data protection legislation has become a key management issue for all-new
and existing processes and systems. A poor understanding of options can con-
strain a company’s ability to use customer data competitively, while infringing
legislation can have dramatic and expansive impact on company brand, create
legal action. So the rules of importance for value chain management include
such as: how the data was collected, for what purpose and with what expec-
tation and approvals by the customer, data sharing within the company or
group and with value chain partners.

Arguments for sharing customer knowledge

Improved targeting of marketing strategy.
Improved targeting of marketing communications.
Improved more relevant content of marketing communications.
Improved product planning.
Improved pricing.
Reduced costs of data acquisition.
Reduced costs of data processing.
Reduced media advertising.
Reduced direct mail expenditure.
Increased responsiveness to changing market conditions.
Gaining an advantage over competition at same level of the value chain.
Reducing market risk.
Learning/skills transfer.

Arguments against sharing customer knowledge

Increased complexity of the marketing process.
Increased problems with data management.
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Conflict caused by mismatch in objectives/types/pace of marketing/sales
process.

General conflict of interest.
Conflict of interest over customer ownership.
Conflict of interest over data ownership.
Systems incompatibilities.
Legal complexities (regulatory, data protection).
Data security.
Skills shortage-data analysis.

16.3.6 CVM – Customer Value Management

One of the biggest problems facing the company today is how to continue to
attract customers in attaining growth, often in an environment where prod-
ucts and prices among competitors are moving closer and closer together.
Traditional bases for differentiation, as product features or cost, are becom-
ing less tangible and senior management are forced to look for new ways to
be attractive to a target market. Many companies now should start thinking
of the concept of customer value management (CVM) in order to identify the
“value” that can be delivered, not only by products but also by processes
and services, then engineering their business capabilities to deliver “ideal”
customer-defined value at each customer interaction.

Due to the rapid introduction of new technologies and resultant rapid
changes in customers’ perceived “needs” and “values,” in applying CVM com-
panies can continuously monitor and maintain an alignment between the cus-
tomer’s vision of ‘ideal value delivery’ and the capabilities of the business to
deliver that value.

The goal of CVM is to deliver optimal value to customers.

Measuring Up and Brands Have Relationships Too

The idea here is: lasting customer relationship. This results in long-term pay-
back to a company. Customers want to be able to trust brands and rely upon
them; they want a sense of commitment. In order to know how well they are
doing in creating an emotional connection with their brands, managers must
be able to measure such a concept by carrying out qualitative research, and
one step further to benchmark data. They must know where these relation-
ships are weak and where they are strong.

According to research by the Bristol Group, customers whose relationship
with a company is 80 and higher on the 100-point scale will provide approx-
imately 101 higher share of their business than those whose relationship is
between 60 and 80. These customers are also 341 more likely to say that they
are “very likely” to remain a customer and are more than twice as likely to
recommend the company or firm to a friend. Such results point to the value
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to a firm’s relationships with their customers, rather than merely making it
easy for customers to deal with them.

GCRM and Implementation

This part investigates some of the problems large companies have in transfer-
ring customer management knowledge, expertise, and process between coun-
tries. Customer management consists of a range of business practices, ranging
from full-fledged customer relationship management to its contributing in dis-
ciplines such as direct mail, telemarketing, database management, campaign
management, and e-business. Many global companies have initiated new ac-
tivities in the last few years, often in individual countries. Some of these
companies are now looking to consolidate their gains and ensure that good
practice in one country or division is transferred across the business.

16.3.7 Issues in Global Customer Management

CRM – A Graveyard for Marketing?

We have already expressed a strong skepticism about the blind acceptance of
some of the ideas promoted under the guise of CRM. We stress that there are
many other models of customer management, many of them classic – some of
them working much more profitable than CRM – and the newer e-business-
based models actually help customers get excellent value by cherry-picking,
spot-buying, and resisting relationships.

Nevertheless, CRM became a global fashion in 1999. However, as the more
cynical among us suspected, the popularity of this fashion (which in its most
näıve form translated CRM into “‘CRM system”) is already starting to evoke
yawns among senior management as they see the problems caused.

A study in October 1999 by the Meta Group has confirmed this. The
study confirms that many CRM initiatives in the world’s largest companies
are at “serious risk of failure.” The Meta Group in conjunction with its re-
search affiliate, IMT strategies, interviewed 50 end users, including Eastman
Kodak/Nortel Networks and Sprint. Although 80% of companies polled said
they have at least one CRM application up and running, they failed to benefit
fully from them.

For example, they are not using data warehouses for in-depth analysis. Few
of them are using application that allows proper collaboration with customers.
While many companies are employing customer-facing applications such
as call centers and Web sites integrated with front, back, and mobile officers,
Meta estimates the world’s largest companies will have to spend as much as
US$ 250 million over the next two to three years to achieve tangible returns
on CRM investments.

Any model of customer management requires a balanced approach, cov-
ering strategies, people, systems, processes, data, measurement, and the like.
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Improving customer management globally is an even greater task – yet some
companies are working on it, and some are succeeding. One of these reasons
why global capacity is important is that e-business has given immense impetus
to the global capacity of customer’s management.

Global Commerce, Global CRM, and the Death of Distance

One of the current dominant influences on management thinking is the idea
that “competition is only a click away.” Although this simplifies the nature of
the competition, there is no doubt that what Francis Cairns crosses calls “the
death of distance” is a reality of many managers. The telecommunications
and IT revolution that we are still experiencing means: distance is now only a
minor factor in the cost communicating, and becoming less and less important
as more communication moves off from conventional voice into data.

This makes location less relevant to business success. Businesses need less
and less to be located near the market they serve provided that the logistics
network is in place to deliver all the products/services and information re-
quired to ensure smooth transition through the value chain. Size is also less
relevant. Once, only larger companies could afford the complex IT, telecom-
munications, and logistics infrastructure required to service global market.
Now these are all available, cheaply, to almost any company. These acceler-
ated infrastructure developments mean that any kind of “customer can be
served anywhere in the world, customizing the offerings of the world to their
needs.”

Global Knowledge and Information Management

A critical part of improving customer management performance across the
globe seems to be having some kind of approach to transferring knowledge and
skills. However, it is clear that there are two very different approaches. One is
to formalize and codify knowledge (in case about how to manage customers)
and transfer it through global systems and processes. The other is to recruit
very skilled people and assigned them to the creation of improved customer
management in a particular country are region. There is no golden rule here
and much depends upon the nature of the product and service.

There is evidence, for example, that where the relationship with customers
is very ideas based (e.g., in management consultancy), the latter approach
is likely to be more profitable, but where the relationship with customers is
highly automated and functional, the more formal approach is likely to be
more profitable.

16.3.8 Changing Systems

Just as we are beginning to settle down on the idea that the Web as we know
it is revolutionizing customer management in ways that we are learning to
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predict, along comes another revolution – the mobile phone as the location of
customer management activity. The signs are already clear that it will have
an effect that vary by country. However let us consider why it poses both a
problem and an opportunity for global customer management programs.

Teenagers, among the most avid users of mobile phones, already ask why
they need to be in a particular room to receive a pone call. However, many
business customers already know that they do not need to be physically con-
nected to anything in order to carry out any transaction, receive any informa-
tion, or keep in touch with customers, suppliers, or colleagues. They share the
vision of the mobile phone companies, in which each individual is in communi-
cation with whatever he or she wants to communicate with, with permanent or
temporary connection according to that individual’s wishes, but at relatively
low cost. That means that the customer is often connected by a mobile phone
to a computer, not a person (except in cases where the computer cannot do
the job).

The mobile phone vision is supported by the widening gap between mobile
access and Web access in most countries. This gap is widening very rapidly
in those countries where the Web had the slowest uptake (e.g., in South East
Asia). In the United States, on the other hand, the relatively poor development
of mobile standards and networks has caused the country to fall behind Japan.

Of course it is the development of mobile phones as a means of sending
and receiving information, rather than just mobile phones, which is bring-
ing the reality of individual customer management to the fore. There will be
even more of a need to ensure that the preferences and requirements of cus-
tomers are managed and targeted in the right way as the more things become
this is close to the individual, the more the potential for infringing on the
customers privacy.

16.3.9 Changing Customer Management - A Strategic View

If this vision is to become a reality, what must change in customer manage-
ment? We see the following as the key areas of change.

The Supply Chain

In many situations this is sticky. Transferring data along the supply chain
and managing the eventual relationships with customers is difficult even using
established technology. Companies will need to adopt a different vision of how
they interact with customers; free up data within their supply chain to make
it available to customers; and free up their supply chain to make it possible
for customers to influence the chain itself.

The Customer Management Model

Companies will need to reconsider the nature of their customer management
model. If it is based on privileged service to privileged customers, and if that



16.3 Customer Relationship Management (CRM) 343

privilege is based on access to and influence of the supply chain the position is
vulnerable, as the other companies will be able to make what was privileged
access available to all validated customers.

It may be seen that companies that have very frequent transactions with
their customers may be the first to benefit from this technology. However fre-
quency of transaction may not be the issue, if value of transaction is high
enough. A used-car buyer can request mobile notification of when an appro-
priate vehicle comes into stock, or can review the stock availability of a nearby
dealer. A new-car buyer can request mobile notification of delivery status. A
customer waiting for annual maintenance can receive notification of a problem
and request for authorization of additional work, or that the car is ready for
collection or delivery.

Content Management

As customers are able to access or receive the latest information from compa-
nies, they will need to combine information from company and other sources.
For example knowing the latest share price of transaction balance is one thing,
doing something about it is another.

The UPS sponsored a research analysis that was carried out by IBM re-
cently, and the study was carried out using the following.

An e-mail questionnaire was sent to 50 members of the customer manage-
ment group, an IBM-sponsored group of large companies that are interested
in improving how they manage their customers.

Formal discussions during the period of the research with around 20 indi-
vidual companies and 7- conference presentation around the world.

Discussions with both leading corporate and individual customers and
suppliers.

The outcomes are:

Awareness of the customer management issue
Lack of local awareness of benefits
Global programmers
Recognition of requirement of explicit transfer
Effect of global systems
Preferences for own systems, processes
Awareness that particular marketing strategies are not the determining

factor
Skills transfer strategy
Understanding importance of measure across countries and divisions
Use of internal benchmarks
Cultural issues
Senior management skills, motivation
Conflict with ideas of delegation of authority/devolution
Reliance of internal networking
Importance of IT support to the transfer process
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Implementing Customer Management

One of the most difficult questions facing all companies interested in improv-
ing their customer management is “We have decided what customer manage-
ment strategy to put in place. We have decided which models of customer
management to use. We have bought our systems. We have decided on our
implementation program. Now where on earth do we get the people to manage
it all?”

This is the wrong question. Leaving the people until last is not a good idea.
Indeed, companies that succeed in implementing new approaches to customer
management tend to appoint much of the team first and leave the team to
develop plans. This follows the excellent principles of not expecting people to
implement plans that they had no hand in shaping.

Of course, it is not possible to appoint a complete team before deciding
what to do, as the decisions about what to do, and where and when to do it,
affect decisions about the nature and size of the customer management team.

Customer management research suggests a very high correlation between
having the right people and people programmers in place, with achieving
results for their customers and company. It is perhaps not surprising that
some successful managers extol the mantra “the customer comes second,”
meaning that where there is internal focus on employees they in turn will be
able to understand customer needs and manage relationships effectively.

Key Skill Requirements in CRM

Strategic skill requirements are many. Few companies would claim that they
had all the skills they required in the quantities they require them. Developing
and keeping the right mix and level of skills is a constant battle. The phrase
“two steps forwards, one step back” rings very true here. As soon as a company
recruits and or trains to the right levels, strategies needs may change or key
staff may leave to join other companies. This section discusses the ideal mix of
skills and what a company can do to move toward the ideal, while recognizing
that the ideal will never be reached.

Core Competencies

Setting out and understanding the core competencies we need for customer
management is critical. Some examples of new competencies that organiza-
tions have to develop are:

Understanding customers – customer analysis and research
Customer strategy design
Contact strategy design and management
Understanding business impact profitability



16.3 Customer Relationship Management (CRM) 345

Key account management
Managing, developing, and coaching people
Managing customer information
Innovating for and with customers
Researching the market
Customer program design and management
Customer proposition
Customer product rating
Web site contact design
Web community design
Customer process and service level design

Management, Personal and Technical Skills

In training we usually distinguish three fundamentally different types of skill
as follows:

Management skills
Personal skills
Technical skills

Fundamental Marketing Skills

We might be surprised by the number of people working in customer
management whose level of knowledge of marketing and certain customer
management discipline is weak. If they are specialists who have been drawn
from an agency they would have had little chance of developing broader mar-
keting skills.

What kind of general marketing skills would we like in our customer man-
agement staff?

Customer orientation
Understanding of different basic approaches to marketing
Understanding of the basic marketing approach

Personal Skills

Personal disciplines are usually at a premium in customer management, two
skills in particular. The first is communication – the amount of teamwork
required to develop and launch customer management campaigns means that
those involved need to be good communicators. This is not just for formal
presentations, but also in the sense of keeping the team informed. The second
is team working.
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Data and Database Skills

Customer management is probably the most-needed quantity for marketing.
Direct marketers need to understand how customer databases are built and
maintained. They must know what sort of data is required as the basis for
successful customer management, how to analyze the data to find out which
approaches work, and so forth. They do not necessarily need to be able to
carry out the analyses themselves, as these are often contracted out to third
parties. But they must understand the basis of data analysis in order to make
sense of the results.

Different Strategies for Different Companies

Although the broad management skill requirements are common across most
industries, different types and size of companies need different mixes of cus-
tomer management skills. The major differences are likely to be as follows

Smaller Companies

These are unlikely to be able to afford many or any dedicated customer man-
agement staff. Staff responsible for customer management activity will have
as their main task the orchestration of external suppliers to achieve effective
campaign at low cost. The skills of supplier management are likely to be at
a premium as are the efficient personal skills. At the same time, the staff
concerned will need to be closely involved with the development of overall
marketing policy and probably be expected to contribute to it, rather than
taking it as given. In such situations, the marketing all rounder, who is per-
sonally an effective worker, is likely to be premium.

Larger Companies

These can afford and need specialists. Their tasks are likely to be more pre-
cisely allocated as part of an overall marketing plan. As specialists of various
kinds, they will be “pitting their wits” against their opposite numbers in
competitive companies, to gain an advantage over them. This degree of pre-
cision in job definition implies that these staff will be working as members
of a large in-house team. The team needs to be communicated with, listened
to, and influenced, rather than told what to do. Even the external suppliers
may not be appointed directly, but as part of a wider corporate even inter-
national policy. So in this case the skills mix needs to be richer in the areas
of team working, as well as there being depth in the particular specialism
concerned.
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Consumer Marketers

Companies marketing mainly to consumers need to have skills relating to
the more “mass-market” media-mail, inbound telemarketing, published and
broadcast media, Web marketing – as these are likely to be used more in-
tensively. They also need to understand the kinds of consumer data available
from third parties and the kinds of analysis that can be carried out on such
data to segment the market.

B2B Companies

These will need mass market skills when they are marketing to small busi-
ness. However if their market is mainly to larger organizations they will need
specific strengths in the areas of telemarketing, Web management and using
customer management in support of sales, staff, or large agents. In that case
they will need to be very strong in the skill of “working with.” These include
communicating, influencing, negotiation, functioning as part of a team. Sales
forces are rightfully suspicious of new approaches to marketing, which involve
addressing people they see as their customers.

Long-Term Relationship Marketers

Companies marketing to customers who maintain a long-term relationship
with the company, e.g., if the purchase is frequent or if there are additional
products and services, which can be sold after the main sale, require the skills
of database marketing. This is because they will probably find the develop-
ment of an in-house database cost effective.

Top Ten Reasons for CRM and the Five Key Elements of Success

We have identified ten reasons for CRM and five key elements required for
success in CRM as follows.

Ten Reasons

Information flow improves sales force productivity
Improved sales force productivity means more deals
Better customer knowledge results in better win rates
Improved communication between staff gives the company a united voice
Accurate communications between customers makes more marketing more

effective
Enhanced market and competitor intelligence brings better business decisions
Customer care brings competitive advantage
Back office integration produces business efficiency
Integrated customer touch points present an integrated customer experience
Better sales forecasting means more accurate business decision.
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Five Critical Factors for Success

Customer management strategy - which customers are to be managed, for
what products or service through which channels

Customer management models- how these customers are to be managed
Infrastructure- systems, data, operational customer management
People- who is to develop the new capability, who is to manage it, and how
Programmers- how new customer management capabilities are to be installed

16.4 Data Mining and Customer Value and
Relationships

The way in which companies interact with their customers has changed dra-
matically over the past few years. A customer’s continuing business is no
longer guaranteed. As a result, companies have found that they need to un-
derstand their customers better, and to quickly respond to their wants and
needs. In addition, the time frame in which these responses need to be made
has been shrinking. It is no longer possible to wait until the signs of customer
dissatisfaction are obvious before action must be taken. To succeed, companies
must be proactive and anticipate what a customer desires.

It is now a cliché that in the days of the corner market, shopkeepers had no
trouble understanding their customers and responding quickly to their needs.
The shopkeepers would simply keep track of all of their customers in their
heads, and would know what to do when a customer walked into the store.
But today’s shopkeepers face a much more complex situation. More customers,
more products, more competitors, and less time to react means that under-
standing one’s customers is now much harder to do. A number of forces are
working together to increase the complexity of customer relationships:

• Compressed marketing cycle times. The attention span of a customer has
decreased dramatically and loyalty is a thing of the past. A successful
company needs to reinforce the value it provides to its customers on a
continuous basis. In addition, the time between a new desire and when we
must meet that desire is also shrinking. If we do not react quickly enough,
the customer will find someone who will.

• Increased marketing costs. Everything costs more. Printing, postage, spe-
cial offers (and if we do not provide the special offer, our competitors
will).

• Streams of new product offerings. Customers want things that meet their
exact needs, not things that sort of fit. This means that the number of
products and the number of ways they are offered have risen significantly.

• Niche competitors. Our best customers will also look good to our competi-
tors. They will focus on small, profitable segments of our market and try
to keep the best for themselves.
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Successful companies need to react to each and every one of these demands
in a timely fashion. The market will not wait for our response, and customers
that we have today could vanish tomorrow. Interacting with our customers
is also not as simple as it has been in the past. Customers and prospective
customers want to interact on their terms, meaning that we need to look at
multiple criteria when evaluating how to proceed. We will need to automate:

• The Right Offer
• To the Right Person
• At the Right Time
• Through the Right Channel

The right offer means managing multiple interactions with customers, pri-
oritizing what the offers will be while making sure that irrelevant offers are
minimized. The right person means that not all customers are cut from the
same cloth. Our interactions with them need to move toward highly segmented
marketing campaigns that target individual wants and needs. The right time
is a result of the fact that interactions with customers now happen on a con-
tinuous basis. This is significantly different from the past, when quarterly
mailings were cutting-edge marketing. Finally, the right channel means that
we can interact with our customers in a variety of ways (direct mail, email,
telemarketing, etc.). We need to make sure that we are choosing the most
effective medium for a particular interaction.

The purpose of this section is to provide with a thorough understand-
ing of how a technology like data mining can help solve vexing issues in our
interaction with our customers. We describe situations in which a better un-
derstanding of our customers can provide tangible benefits and a measurable
return on investment. It is important to realize, though, that data mining
is just a part of the overall process. Data mining needs to work with other
technologies (for example, data warehousing and marketing automation), as
well as with established business practices.

16.4.1 What is Data Mining?

Data mining, by its simplest definition, automates the detection of relevant
patterns in a database. For example, a pattern might indicate that mar-
ried males with children are twice as likely to drive a particular sports car
than married males with no children. If we are a marketing manager for an
auto manufacturer, this somewhat surprising pattern might be quite valu-
able. However, data mining is not magic. For many years, statisticians have
manually “mined” databases, looking for statistically significant patterns.

Data mining uses well-established statistical and machine learning tech-
niques to build models that predict customer behavior. Today, technology au-
tomates the mining process, integrates it with commercial data warehouses,
and presents it in a relevant way for business users. The leading data mining
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products are now more than just modeling engines employing powerful algo-
rithms. Instead, they address the broader business and technical issues, such as
their integration into today’s complex information technology environments.

In the past, the hyperbole surrounding data mining suggested that it would
eliminate the need for statistical analysts to build predictive models. However,
the value that an analyst provides cannot be automated out of existence. An-
alysts will still be needed to assess model results and validate the plausibility
of the model predictions. Because data mining software lacks the human expe-
rience and intuition to recognize the difference between a relevant correlation
and an irrelevant correlation, statistical analysts will remain in high demand.

An Example

Imagine that we are a marketing manager for a regional telephone company.
We are responsible for managing the relationships with the company’s cellu-
lar telephone customers. One of our current concerns is customer attention
(sometimes known as “churn”), which has been eating severely into our mar-
gins. We understand that the cost of keeping customers around is significantly
less than the cost of bringing them back after they leave, so we need to figure
out a cost-effective way of doing this.

The traditional approach to solving this problem is to pick out our good
customers (that is, the ones who spend a lot of money with our company) and
try to persuade them to sign up for another year of service. This persuasion
might involve some sort of gift (possibly a new phone) or maybe a discount
calling plan. The value of the gift might be based on the amount that a
customer spends, with big spenders receiving the best offers. This solution
is probably very wasteful. There are undoubtedly many “good” customers
who would be willing to stick around without receiving an expensive gift. The
customers to concentrate on are the ones that will be leaving. Do not worry
about the ones who will stay.

This solution to the churn problem has been turned around from the way
in which it should be perceived. Instead of providing the customer with some-
thing that is proportional to their value to our company, we should instead be
providing the customer with something proportional to one’s value to them.
Give our customers what they need. There are differences between the cus-
tomers, and we need to understand those differences in order to optimize our
relationships. One big-spending customer might value the relationship because
of our high reliability, and thus would not need a gift in order to continue with
it. On the other hand, a customer who takes advantage of all of the latest fea-
tures and special services might require a new phone or other gift in order
to stick around for another year. Or they might simply want a better rate
for evening calls because their employer provides the phone and they have to
pay for calls outside of business hours. The key is determining which type of
customer we are dealing with.
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It is also important to consider timing in this process. We cannot wait until
a week before a customer’s contract and then pitch them an offer in order to
prevent them from churning. By then, they have likely decided what they are
going to do and we are unlikely to affect their decision at such a late date.
On the other hand, we do not start the process immediately upon signing a
customer up. It might be months before they have an understanding of our
company’s value to them, so any efforts now would also be wasted. The key
is finding the correct middle ground, which could very well come from one’s
understanding of their market and the customers in that market. Or, as we
discuss later, we might be using data mining to automatically find the optimal
point.

16.4.2 Relevance to a Business Process

For data mining to impact a business, it needs to have relevance to the un-
derlying business process. Data mining is part of a much larger series of steps
that takes place between a company and its customers. The way in which
data mining impacts a business depends on the business process, not the data
mining process. Take product marketing as an example. A marketing man-
ager’s job is to understand their market. With this understanding comes the
ability to interact with customers in this market, using a number of channels.
This involves a number of areas, including direct marketing, print advertising,
telemarketing, and radio/television advertising, among others.

The issue that must be addressed is that the results of data mining are
different from other data-driven business processes. In most standard inter-
actions with customer data, nearly all of the results presented to the user
are things that they knew existed in the database already. A report showing
the breakdown of sales by product line and region is straightforward for the
user to understand because they intuitively know that this kind of informa-
tion already exists in the database. If the company sells different products in
different regions of the country, there is no problem translating a display of
this information into a relevant understanding of the business process.

Data mining, on the other hand, extracts information from a database that
the user did not know existed. Relationships between variables and customer
behaviors that are nonintuitive and are the jewels that data mining hopes to
find. And because the user does not know beforehand what the data mining
process has discovered, it is a much bigger leap to take the output of the
system and translate it into a solution to a business problem.

This is where interaction and context comes in. Marketing users need to
understand the results of data mining before they can put them into actions.
Because data mining usually involves extracting “hidden” patterns of cus-
tomer behavior, the understanding process can get a bit complicated. The
key is to put the user in a context in which they feel comfortable, and then
let them poke and prod until they understand what they did not see before.
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How does someone actually use the output of data mining? The simplest
way is to leave the output in the form of a black box. If they take the black
box and score a database, they can get a list of customers to target (send
them a catalog, increase their credit limit, etc.). There is not much for the
user to do other than sit back and watch the envelopes go out. This can be
a very effective approach. Mailing costs can often be reduced by an order of
magnitude without significantly reducing the response rate.

Then there is the more difficult way of using the results of data mining:
getting the user to actually understand what is going on so that they can
take action directly. For example, if the user is responsible for ordering a
print advertising campaign, understanding customer demographics is critical.
A data mining analysis might determine that customers in New York City
are now focused in the 30-to-35-year-old age range, whereas previous analyses
showed that these customers were primarily aged 22 to 27. This change means
that the print campaign might move from the Village Voice to the New
Yorker ; there is no automated way to do this. It is all in the marketing man-
ager’s head. Unless the output of the data mining system can be understood
qualitatively, it will not be of any use.

Both of these cases are inextricably linked. The user needs to view the
output of the data mining in a context they understand. If they can under-
stand what has been discovered, they will trust it and put it into use. There
are two parts to this problem: 1) presenting the output of the data mining
process in a meaningful way, and 2) allowing the user to interact with the
output so that simple questions can be answered. Creative solutions to the
first part have recently been incorporated into a number of commercial data
mining products. Response rates and (probably most importantly) financial
indicators (for example, profit, cost, and return on investment) give the user
a sense of context that can quickly ground the results in reality.

16.4.3 Data Mining and Customer Relationship Management

Customer relationship management (CRM) is a process that manages the
interactions between a company and its customers. The primary users of CRM
software applications are database marketers who are looking to automate the
process of interacting with customers. To be successful, database marketers
must first identify market segments containing customers or prospects with
high-profit potential. They then build and execute campaigns that favorably
impacts the behavior of these individuals.

The first task, identifying market segments, requires significant data about
prospective customers and their buying behaviors. In theory, the more data
the better. In practice, however, massive data stores often impede marketers,
who struggle to sift through the minutiae to find the nuggets of valuable
information. Recently, marketers have added a new class of software to their
targeting arsenal. Data mining applications automate the process of searching
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the mountains of data to find patterns that are good predictors of purchas-
ing behaviors. After mining the data, marketers must feed the results into
campaign management software, which, as the name implies, manages the
campaign directed at the defined market segments.

In the past, the link between data mining and campaign management
software was mostly manual. In the worst cases, it involved “sneaker net,”
creating a physical file on tape or disk, which someone then carried to another
computer and loaded into the marketing database.

This separation of the data mining and campaign management software
introduces considerable inefficiency and opens the door for human errors.
Tightly integrating the two disciplines presents an opportunity for compa-
nies to gain competitive advantage.

16.4.4 How Data Mining Helps Database Marketing

Data mining helps marketing users to target marketing campaigns more ac-
curately and also to align campaigns more closely with the needs, wants, and
attitudes of customers and prospects.

If the necessary information exists in a database, the data mining process
can model virtually any customer activity. The key is to find patterns relevant
to current business problems.

Typical questions that data mining addresses include the following:
Which customers are most likely to drop their cell phone service? · What

is the probability that a customer will purchase at least $100 worth of mer-
chandise from a particular mail-order catalog? · Which prospects are most
likely to respond to a particular offer? Answers to these questions can help re-
tain customers and increase campaign response rates, which, in turn, increase
buying, cross selling, and return on investment (ROI).

Scoring

Data mining builds models by using inputs from a database to predict cus-
tomer behavior. This behavior might be attrition at the end of a magazine
subscription, cross-product purchasing, willingness to use an ATM card in
place of a more expensive teller transaction, and so on. The prediction pro-
vided by a model is usually called a score. A score (typically a numerical value)
is assigned to each record in the database and indicates the likelihood that the
customer whose record has been scored will exhibit a particular behavior. For
example, if a model predicts customer attrition, a high score indicates that a
customer is likely to leave, whereas a low score indicates the opposite. After
scoring a set of customers, these numerical values are used to select the most
appropriate prospects for a targeted marketing campaign.
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The Role of Campaign Management Software

Database marketing software enables companies to deliver timely, pertinent,
and coordinated messages and value propositions (offers or gifts perceived as
valuable) to customers and prospects. Today’s campaign management soft-
ware goes considerably further. It manages and monitors customer commu-
nications across multiple touch points, such as direct mail, telemarketing,
customer service, point of sale, interactive Web, branch office, and so on.

Campaign management automates and integrates the planning, execution,
assessment, and refinement of possibly tens to hundreds of highly segmented
campaigns that run monthly, weekly, daily, or intermittently. The software
can also run campaigns with multiple “communication points,” triggered by
time or customer behavior such as the opening of a new account.

Increasing Customer Lifetime Value

Consider, for example, customers of a bank who use the institution only for
a checking account. An analysis reveals that after depositing large annual
income bonuses, some customers wait for their funds to clear before moving
the money quickly into their stock brokerage or mutual fund accounts outside
the bank. This represents a loss of business for the bank.

To persuade these customers to keep their money in the bank, marketing
managers can use campaign management software to immediately identify
large deposits and trigger a response. The system might automatically sched-
ule a direct mail or telemarketing promotion as soon as a customer’s balance
exceeds a predetermined amount. Based on the size of the deposit, the trig-
gered promotion can then provide an appropriate incentive that encourages
customers to invest their money in the bank’s other products. Finally, by
tracking responses and following rules for attributing customer behavior, the
campaign management software can help measure the profitability and ROI
of all ongoing campaigns.

Combining Data Mining and Campaign Management

The closer data mining and campaign management work together, the better
the business results. Today, campaign management software uses the scores
generated by the data mining model to sharpen the focus of targeted cus-
tomers or prospects, thereby increasing response rates and campaign effec-
tiveness. Ideally, marketers who build campaigns should be able to apply any
model logged in the campaign management system to a defined target seg-
ment.

Consideration of Customer Value in the Data Mining Process

One of the most important issues for business-oriented use of data mining is
the incorporation of value considerations into the analysis process. Value is
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a general term that may mean different things in different settings, such as:
the average monthly revenue from the customer, number of lines the customer
owns or other combination value we would like to consider certain point of
time. In context of churn management, some of the tactics and ideas often
employed are:

• Predata-mining segmentation of the customers by their “value” and sepa-
rate analysis for the various segments.

• Postdata-mining analysis of the results by the value of the customers –
e.g., considering the coverage of prediction rules only for the highest value
customers.

• Customer lifetime value analysis that combine estimation of the customer
“lifetime” with a revenue estimation during this period.

We propose an original approach in which value is integrated into the data
mining algorithm, in a way that the process of data partitioning is considering
the distribution of value at the same time as the size of populations.

Effective Incentive Allocation

In several applications data mining is used for analysis followed by coun-
termeasure reaction. For example, in the churn management, the analysis
of churning customers will normally result with incentive campaigns. This
means that we will accord incentives to valuable customers who are predicted
to churn. There are two main areas of interaction between the incentive com-
ponent and the data mining component in such application: the attribution
of incentives to population segments and the measurements of their effects in
future analysis.

We propose to use the data mining results (in the implementation-induced
rules) for incentive allocation. The generated data mining rules and their re-
lated customer segment can be useful symptom descriptors for matching effec-
tive incentives. For example, following a rule quoting that young customers in
a certain area are massively disconnecting, the analyst may design a campaign
that will propose an attractive price plan for customers with young customer
usage profile through an aggressive targeting media in this area.

In the following, we address the question how to consider incentives’ attri-
bution in future data mining, on one hand, and how to a posteriori evaluate
their effectiveness on the other.

Incorporation of External Events into the Data

A churn prediction model would usually be constructed from data extracted
from the corporate data warehouse, such as: usage history and trends (number
of calls, duration, services used, destinations, etc.) and social-demographic
data (income, city, education, profession, etc.). At the same time, there are
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some implicit punctual events in history or at the present, such as a competitor
coming out with a promotion campaign, or a major financial crisis in a certain
area – which may have a major effect on the behavior of the customers. This
may have effect on different segments of the customer population, depending
on: geographical area, usage patterns, etc. Ignoring these events may lead
to wrong prediction models. Therefore, any successful analysis cannot ignore
their existence and must incorporate them into the model. In general, we see
distinguish three relevant approaches to this issue.

• The ideal situation, where an expert can quantify the impact of these
singular events for the different segments of the customer population. This
enables the inclusion of “external effects” as an additional input field.

• When such quantification is not available, some discrete input fields indi-
cating “competitor promotion,” “financial crisis,” etc. may be added. This
is much less desirable and can be counterproductive when for example
different promotions have completely different effects.

• To some extent, the effects of singular events may be diminished by “time
randomization.” In such solution the model is built from samples at dif-
ferent points in time. In this manner, the effects of external events are
averaged but the resulting models are inferior to those obtained with in-
corporation of those events.

16.5 CRM: Technologies and Applications

It is supposed to give an introduction to and overview of CRM (customer rela-
tionship management) and its connections with ERP. This section sheds some
light on applications, enabling technologies, users, and providers of CRM.

We put the emphasis on CRM technologies – ones currently in use as
well as upcoming technologies – and the connection between ERP and CRM.
By doing so we wish to give a useful overview of what the (future) worker
in the field of ERP can expect and has to have heard of when dealing with
CRM. Section 3 shows some implications of implementing CRM. In this light
it might be surprising that we paid little attention to CRM as the enabler
of e-commerce. Everyone still calls any business on the Internet e-commerce.
Paired with the fact that CRM is a hype word itself, this made finding useful
information like looking for a needle in a haystack. E-commerce would be an
interesting topic for further study, though.

This section is not meant to be a profound, let alone a complete view on
CRM. We chose to omit a discussion of possible disadvantages of using CRM
as well as the pitfalls of implementing CRM. We do however take a look
at difficulties that can be encountered in the integration of ERP and CRM.
Furthermore, we intend to show the possibilities of CRM, not necessarily the
average implementation. For these reasons, the discussion can appear to be
somewhat euphoric. Our decision of scope is a result of the scarcity of articles
critical of CRM.
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16.5.1 What is CRM ?

Introduction and brief history of CRM

CRM stands for customer relationship management and is the term used to
describe any methodologies, strategies, software, and Web-based capabilities
that help an enterprise organize and manage customer relationships.

The idea is to have the same information available to all people and depart-
ments in the company so that every product or service need of the customer
is met. CRM makes it possible that everyone in the enterprise is focused on
the customer.

CRM is one of many ICT developments in the past decade to come forth
from the growing awareness of information as a key strategic business asset.
Today this is a nearly universally accepted fact.

CRM came up in the early 1990s, when global competition was becoming
an increasingly important issue for enterprises. It was this competition that
made it necessary to find new ways of looking at business. An important
development was the shift from a product-centric view to a customer-centric
view.

Enterprises with a product-centric view have a splintered view of their
customers, because they have several customer contact points and several
separate systems and databases that could not interact at all or very little,
whereas enterprises with a customer-centric view have a complete picture of
their customers and can focus on them better.

In order to realize an enterprise with a customer-centric view, it was nec-
essary to develop new strategies and technologies. These are explained in the
rest of this section.

16.5.2 What is CRM Used for?

The basic idea behind CRM is to consolidate all contact points with the
customer as well as all customer information into a single system. This enables
an enterprise to do the following as illustrated in Table 16.1:

CRM can also help acquire new customers to a certain degree, by sharing
customer information with business partners or by simply knowing what kind
of customer you should be on the look out for. However, the emphasis in
CRM is clearly on maintaining a good relationship with existing customers.
Research has shown that it costs an enterprise ten times as much to obtain a
new customer than to retain an existing one.

All of these applications of CRM can directly or indirectly lead to an
increase of profitability. Without CRM, many of the benefits explained above
would be impossible. For example, a customer could register a complaint about
his treatment by one department and shortly after be treated the same way
by another department, as a result of inconsistent or incomplete customer
information.
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Table 16.1. Functions of an Enterprise

Use Goal

Gather and access information about
customers:
- Purchase history Increase marketing and selling oppor-

tunities by offering similar or related
products and services as well as up-
dates of the purchased product itself

- Wishes and requirements Develop new products and services
- Complaints Improve products and services, prevent

mistakes in the future and give (highly
profitable) customers special treatment

- Preferences
Customize Web pages and other infor-
mation services based on previous vis-
its, preferences, and other information
on the customer

Finetune services and cater to cus-
tomers’ special requests

Enhance and optimize help-desk func-
tions and performance

Increase customer satisfaction and re-
duce service-related complaints

Respond more quickly to customer in-
quiries
Gain a better understanding of their
customers’ wants and needs

Create new products and services in
the best interest of the customer

Increase customer loyalty by creating
exit barriers (making the customer feel
so much “at home” that he does not
want to switch to another company)

Secure a market position in the long
term

Better anticipate what customers will
want

Be ahead of the competition and re-
duce time to market

Increase efficiency through automation Reduce production and/or operation
costs and reduce production times

Identify the most profitable customers Concentrate marketing efforts on them
and drop unprofitable customers

Obtain suitable information and share
it with business partners via Electronic
Data Interchange (EDI)

Acquire new customers

Leverage every role, device, channel,
and customer contact points within an
enterprise

Enhance profitability

Who uses CRM?

CRM is being employed in industries where a one-to-one relationship with
customers offers competitive advantage. Companies in consumer service in-
dustries as financial services, banking, travel, and telecommunications rely
heavily on CRM solutions to stay competitive. A special group of enterprises
in which the one-to-one relationship with customers is important are those
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doing e-business. The Internet being an IT itself can be connected directly to
an enterprise’s CRM applications, opening up even more possibilities.

CRM is used successfully by companies from extremely diverse branches
of industry. SAP alone already implemented CRM functionality in enterprises
from the automotive, metal, food, retail, process, ICT and media industries.

On the one hand, small- to medium-sized enterprises can use CRM to
compete with or even gain an advantage above bigger enterprises. On the
other hand, CRM yields great benefits to large enterprises as well, by solving
the problems of customer data that is spread over several “island” systems
and databases, or simply over large geographic distances. At the same time,
with increasing size and complexity of an enterprise, the consequences of the
implementation of CRM become more severe and difficult to handle.

16.5.3 Consequences of Implementation of CRM

CRM cannot be implemented without a customer strategy, because that is
exactly what it is designed to support. That means that the first step in any
CRM implementation effort is to develop such a strategy to optimally support
the enterprise’s mission. A customer strategy includes the choice of what kind
of customer the enterprise wants, how to find them, and how to provide service
to them, as well as the choice of a preferred communication medium (mail,
phone, Internet, etc.), how often to contact the customer, about what to
contact the customer, and so on.

Once a customer strategy has been established, the enterprise must en-
sure that it will be carried out, some might even say lived by. This is all
but straightforward, because the whole view on doing business shifts from a
product-centric view to a customer-centric view. Staff has to be trained and
motivated to work within the chosen strategy. In practice, they have to be
able to solve customers’ problems and work with the new information tech-
nology. This training in itself (not including the CRM system) is already a
major investment, which should not be underestimated.

Another important task is connecting existing systems to the new system
or component. Depending on what type of system has to interact with the
CRM package, this task can range from reconfiguration to full-blown devel-
opment of a special interface.

On the one hand, if an enterprise system is already in place, the enterprise
might only have to reconfigure it or add a CRM component from the same
provider. Some enterprise systems do not offer CRM functionality, but do
have an interface ready to use with a CRM package from a different provider.

On the other hand, existing systems that were not designed to do so, might
have to interact with the new system. Then an interface must be tailor-made
to fit the needs of the enterprise precisely. The complexity, costs, and risks
of such a project might even give reason to consider doing away with the old
system altogether and replacing it with a standard package.
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16.5.4 Which Technologies are Used in CRM?

CRM Software

16.5.5 Business Rules

As stated in section 3, an enterprise needs to develop a strategy for handling
its customers. The strategy can be formulated as business rules. Business rules
define criteria for processing transactions with customers and are meant to
enforce efficient, predefined business structures and to control and influence
the type of transactions the enterprise makes. They align day-to-day opera-
tions with corporate goals. In an ideal situation, business rules are enforced in
real time, i.e., the very moment an employee or the customer himself uses the
system to do a transaction. Business rules are not technology in themselves.
The implementation is realized with a wide variety of technologies, including
for instance Corba, XML, Java, HTTP, etc.

16.5.6 Data Warehousing

The most important technology used in CRM is data warehousing. A very
simple explanation of data warehousing would be that there is a single central
database that contains all relevant customer information. The database model
underlying a data warehouse system typically corresponds more with reality
than the models underlying the systems it collects data from, such as order
processing, product inventory, and marketing. That way, the data warehouse
gives a total and more natural view of the customer. If the data warehouse also
integrates all applications that deal with customer information, it is sometimes
called an integration framework.

The fundamental concept of data warehousing is that data for business
analysis is combined from more than one source application and is stored and
analyzed independently from those applications and their operational data.
The main advantage of this strategy is that data analysis and queries, which
can be very computation intensive, run on the data warehousing system and
not on other, possibly critical systems. Computational load can be further
avoided by constantly keeping up standard reports of the customer data that
is queried most often.

Another advantage is the possibility to cross-reference data from the dif-
ferent applications. This in turn makes it possible to do queries over a certain
time, such as a query about a customer’s purchases and the services provided
to him in a certain month. Data warehousing is typically used in connection
with a company’s Intranet, which is often connected to the Internet. This
combination enables worldwide access to consistent data and data analysis
tools at a low cost, compared to the use of legacy systems.
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16.5.7 Data Mining

Data mining is the discovery of new information in terms of patterns or rules
from (very) large amounts of data that would not become evident in standard
queries to a database or data warehouse.

There are different types of patterns to be found by data mining:

– Associations: e.g.: It seems that when men buy diapers, they often also
buy beer. Or when someone buys a certain service, he also buys another,
related service.

– Sequential patterns: e.g.: Someone buys a camera and every few months
photo supplies and every once in a while photo accessories. Or when a
customer buys a software package, he regularly buys updates and new
plug-ins.

– Customer classification trees: e.g.: Customers can be classified by how
often or what kind of products and services they buy, by how much they
buy, or by their preferred method of paying, etc.

Data mining can be carried out in order to reach a number of goals:

– Prediction: To make prediction, data mining is combined with business
knowledge to show how certain attributes of the data will behave in the
future. For example, one can predict what a customer will buy when made
a certain special offer, how much a certain store will sell in a given period
of time, or whether discontinuing a product or service will increase profits.

– Identification: Data patterns can be used to identify the existence of an
item or an entry in the database. An example application is authenti-
cation, which checks whether a user is really a specific user. This is im-
portant for privacy in applications, especially if the customer interacts
directly with the CRM software.

– Classification: Customers can be partitioned into different classes or cat-
egories based on combinations of properties stored in a CRM system.
An enterprise can then concentrate its (marketing) efforts on groups of
customers that are especially profitable, loyal, or show an increasing con-
sumption pattern.

– Optimization: The use of limited resources such as time, space, money,
materials, and bandwidth can be optimized in order to maximize sales or
profits.

Two of the most important applications of data mining within CRM are mar-
keting and finance. Based on analysis of customer behavior, an enterprise can
determine marketing strategies, including advertising, outlet location, design
of catalogs, and campaigns. Financial applications include analysis of credit-
worthiness, segmentation of clients, and evaluation of financing options.

Data mining is a technology still in development. As a result, it not quite
clear those techniques and technologies that are encompassed by the term
data mining and which are not.
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16.5.8 Real-Time Information Analysis

It is possible to reduce response time to customers’ e-mails by having them
automatically processed. They are parsed to discover important information
such as customer number, order number, and key phrases. Based on the result
of the analysis, the messages are scored with a priority level, from which the
CRM software can either automatically generate a precomposed response to
the inquiry where no customer review is necessary, as in the case of order
status inquiries, or route the e-mail to the appropriate employee for response.

Another application is the real-time analysis of online customer behavior.
Conclusions can be drawn as to what is of most interest to the customer and
how products and services should be presented in order to satisfy him.

When a customer places an order, a CRM application can check whether
the requested item is sufficiently on stock and estimate what the delivery time
will be. If the item is out of stock or the delivery time exceeds the customer’s
order constraints, an alternative product or service can be offered.

Real-time information analysis can be combined with call centers (tech-
nology) by presenting call-center agents (near) real-time information on a
customer’s buying habits. The agent can then determine those products that
the customer is likely to be interested in.

Call Center Technologies

A call center is a place where telephone calls are either placed or received in
high volumes for the purpose of sales, marketing, customer service, telemar-
keting, technical support, or other specialized business activity. Customers’
calls are most often on orders, questions, complaints, etc.

Call centers are almost always linked to the enterprise’s network in a client-
server architecture. The most important reason for linking a call center to
the enterprise’s network is to enable the agent to access, create, and change
customer data.

CTI or Computer-Telephony Integration is an increasingly widespread
technology that combines voice and data flows in the call center. When a
call is received from a known customer, his data, including name, purchase
history, etc., automatically appears on the screen of the call center agent.
During the phone call, the agent can make notes and appointments and fur-
ther process the customer’s information. When an agent makes a call to a
customer, he can do so by selecting a customer on screen instead of having
to dial a number or a speed dial. In both cases, after the call is terminated,
the CRM software automatically processes any changes in the customer’s data
and passes on orders, appointments, etc. to the responsible applications of the
ERP system.

IVR or Interactive Voice Response is a term used for several different
applications. IVR can take over the task of asking routine questions, so that
qualified personnel can devote its time to real services. Some services can even
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be realized (around the clock) completely without a human counterpart, so
the customer more or less helps himself with the possibility of speaking to
an employee if he feels the need to do so. The customer can not only access
services, but also his data by phone. IVR does this by transforming data into
speech. Data can be entered or change by means of voice recognition.

Another application of IVR is the replacement of waiting tunes with in-
formation relevant to the waiting customer, who before has been identified by
his phone number.

Other call center technologies are Private Branch eXchange (PBX), Voice
over Internet Protocol (VoIP), and Automatic Call Distribution (ACD).

16.5.9 Reporting

CRM produces two kinds of reporting: customer reporting and
internal reporting:

Customer reporting can notify the user in the case of an order that cannot
be fulfilled or beforehand that a regular item will be unavailable in a certain
period. Furthermore, automatic order tracking or regular account information
reports can be generated and sent to the customer.

Internal reporting can supply managers with real-time analyses of cus-
tomer data and statistics to support identification of trends and customers’
value, support strategic decision making, and monitor overall performance of
the enterprise. Many reporting tools automatically make a graphical repre-
sentation of the analysis, which further aids the manager.

16.5.10 Web Self-Service

CRM offers customers the opportunity for Web self-service. They can access
their back-office information or account from anywhere at any time without
the assistance of an employee. At the appropriate times it allows access to
front-office contact channels as well. An upcoming Web self-service is Elec-
tronic Bill Presentment and Payment or EBPP. Customers are presented their
bill online, where they can also pay the bill. An example could be that when
a telephone customer’s bill contains more international calls than domestic
calls, within short notice he receives a special offer for an international calling
plan.

Application Service Providers (ASP)

An application service provider, or ASP, hosts applications that are accessed
through the Internet or private networks and sold as services, typically with
a monthly subscription fee. ASPs allow an enterprise to outsource CRM ac-
tivities in order to concentrate on its core activities.
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It is currently possible to outsource all CRM functionality to an ASP, but
it is still an upcoming technology and service. Some analysts even say that
CRM hosting is already over its peak, because it makes little sense to outsource
important functionality while the main advantage of CRM and ERP lies in
integration (Lee). ASPs often do not have as much experience with CRM than
providers of CRM software. Some enterprises therefore choose to outsource
only some CRM components, especially operational components such as sales
automation, marketing automation, and customer service support.

The appeal of ASPs for outsourcing of analytical or even all CRM appli-
cations is limited for many organizations by issues pertaining to CRM ap-
plication customization, control, and security. The use of an ASP inherently
offers less possibilities for customization and control than the installation of
an own CRM system or CRM component of an ERP system. The security
of customer information is a crucial issue in CRM and the fact that an ASP
stores this information remotely can make an enterprise be reserved.

There is a trend, however, that (experienced) providers of CRM software
offer ASP services themselves or closely work together with existing ASPs.
Companies that have already chosen this direction are for example Peoplesoft
together with Agilera and Corio amongst others, and Siebel together with
ManagedOps and Corio as well.

16.5.11 Market Overview

The following section gives an overview of companies that sell CRM soft-
ware. The overview also contains some ERP system retailers who offer CRM
functionality as well.

According to an IDC study, the CRM market is quite fragmented, and
beyond the top five suppliers in the market, no company holds more than 2l
market share.

Major suppliers are Siebel and BOPS: Baan, Oracle, Peoplesoft (Vantive),
and SAP. These vendors all offer complete CRM packages and an advanced
integration possibilities with ERP systems. They all aim at the broad market
and not at vertical industries, so the actual functionality of the packages is
similar.

Other vendors of CRM software worth mentioning are: Pivotal, E.piphany,
eGain, Ivensys, Nortel, Clarify, SalesLogix, Onyx Software, Kana, Silknet Soft-
ware.

Some of these CRM vendors specialize in a certain discipline:
Pivotal specializes in midsize enterprises and demand chain management

and cooperates with Microsoft’s.NET initiative. E.piphany specializes in cus-
tomizable extractors and integrating data from disparate source systems,
while eGain’s specializes in integration of unstructured data sources.

Important integration cooperations in the CRM (and ERP) market are
Peoplesoft with Vantive, SAP and J.D. Edwards with Siebel, Baan with Iven-
sys and Oracle with CSC (Computer Sciences Corporation).
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There is also a high degree of cooperation between CRM and ERP vendors
with consulting firms like KPMG consulting, Deloitte & Touche, PriceWater-
houseCoopers, and Cap Gemini.

16.5.12 Connection between ERP and CRM

Brief History of ERP and CRM

ERP systems in the widest sense have been around since the 1960s. First, for
inventory handling in the 1970s for MRP (Material Requirement Planning)
and in the 1980s for MRP-II (Manufacturing Resource Planning). Since the
1990s and especially with the upcoming of the Internet as a mass media, ERP
is continually being enhanced with capabilities in the fields of engineering,
project management, HRM, finance, and CRM.

The trend of ERP vendors integrating best of breed functionalities into
their products is not so advanced in the field of CRM as it is in other fields of
business. Today, some ERP packages still do not contain CRM capabilities.
That is why there are still several best of breed vendors of CRM applications
as well.

Integration of ERP and CRM

While both ERP and CRM arose in order to solve integration problems, nei-
ther was created to integrate with the other. ERP concentrates on back-office
functions and data sources, while CRM concentrates on the front-office with
collection and management of customer and sales information. Their coexis-
tence and the differences between the goals and the functionality are a chal-
lenge in creating a single integrated system.

The data that is necessary to feed a CRM system in order to make it
effective, such as materials billing and order history, is often stored all over
the enterprise and in the best case embedded in an ERP system. Even then,
the collection of that information is far from straightforward. In practice,
enterprises often choose the ERP and CRM systems that fit them best and
hire yet another party to hook up everything.

There is however a growing consciousness of the need for close cooperation
between ERP and CRM. The result is that ERP vendors cooperate with CRM
vendors, or simply buy them, like Peoplesoft bought Vantive. CRM vendors for
their part develop more integration tools and APIs (Application Programming
Interface) to support integration.

Other important challenges in the integration process are data volume and
speed. The amount of data an ERP system has to handle increases significantly
when extended with CRM. The system has to be able to process it all in a
short time; otherwise the aimed benefits cannot be obtained. If a customer
calls a company and speaks to a representative, and then calls back several
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minutes later and speaks to someone else, the customer expects that person
to know about the previous call and its outcome.

To summarize the challenge of integration: ERP needs to acquire the imme-
diacy of CRM, while CRM must get access to and use more of the back-office
information stored in the ERP system. Even though sharing data is important,
ERP and CRM systems should connect at several points, including the finan-
cial, order entry, purchasing, inventory, manufacturing management, human
resources management, and logistics functions, as each of these components
plays an integral role in the entire customer interaction and fulfillment process.

Ways of Integrating CRM into an ERP system

Depending on how CRM is integrated in the ERP package, the customer’s
data can be included in the ERP database or kept in a separate database. In
the latter case, there should still be a close connection with the ERP database.

The following paragraphs explain different possibilities of integrating CRM
functionality and data into an ERP system.

Full integration: Full integration is something like the holy grail of CRM.
The ideal is that the ERP vendor delivers a product in which you configure
specific CRM functionality just like current components. There is a single,
central database, on which the system operates. The borders between ERP
and CRM become more and more vague toward this ideal. Currently there is
no vendor of a true front-to-back solution, according to Web/CRM analyst
Dennis Pombriant, even though some vendors claim to have reached (near)
full integration, such as Oracle and Peoplesoft.

Modules: Some ERP vendors offer a module for CRM next to their standard
ERP packages. The module is developed to work solely with the corresponding
ERP. As a result, the integration level is quite high. The CRM functionality
operates on the database already in use. SAP for example offers mySAP CRM
as an extension of its standard package.

Bolt-ons and interfaces for the 3rd party product: Best-of-breed CRM vendors
are becoming more and more aware of the fact that their clients use ERP. For
quite some time now, they design or tailor their products to connect with
certain third-party ERP systems as bolt-ons. There are also co-operations
between ERP and CRM vendors for developing an interface, which lead to
a shorter implementation time and better integration. For example, Siebel’s
CRM integrates with Epicor ERP.

Existing ERP with CRM from ASP: There are some ASPs who can handle
the integration of hosted CRM into an existing CRM system, but most are
still oriented toward simply providing turnkey CRM applications. Analysts
Caruso and Pombriant warn that trying to integrate CRM from an ASP adds
challenges to connecting with the back-office and burdens end-user enterprise
with the integration or costs for yet another firm to do the integration for
them.
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16.5.13 Benefits of CRM to the Enterprise

To avoid too much repetition, this paragraph only handles benefits that come
forth from integration with an ERP system.

The central storage of CRM data within the ERP system enables every
employee to access consistent and complete customer data at any time.

At the same time, it enables a client to access his data for a longer time as
well. The customer order decoupling point (CODP) is brought closer to the
point of delivery. The CODP is a virtual point in the supply chain where a
client cannot control his order anymore. The closer the CODP is to delivery,
the more customized a product or service can be delivered. When an enter-
prise can offer assembled-to-order or even engineered-to-order products and
services, it gains an advantage against competitors who only offer off-the-shelf
products and services.

The supply chain can also be supported by information exchange and co-
operation between order management and resource scheduling. Information
exchange and cooperation between customer service, bill payment, and finan-
cial management support administration and management.

16.5.14 Future of CRM

Trends

For a large part of this section, we leave forecasting of future trends to the
experts.

Increasing integration: An important trend already taking place is the effort
to increase integration of CRM in enterprises’ businesses, so of course in their
ERP systems as well. Another development that goes hand in hand with
integration is “migration of functions that were previously performed in the
back office out to the front office at a point closer to the customer – very
often at the point of customer contact,” according to Dick Lee, principal of
High-Yield Marketing.

Denis Pombriant, Web/CRM analyst with Boston’s Aberdeen Group,
warns that, for the most part, no one has yet offered a full front-to-back
CRM-ERP solution. “It’s still very much a best-of-breed marketplace.” This
holds true at the moment, but vendors are working hard from several sides
(ERP, CRM, consulting, etc.) to offer completely integrated packages that en-
terprises will gladly buy. ERP vendors cooperate with CRM vendors or simply
buy them, CRM vendors develop more integration tools and APIs to support
integration and (IT-) consulting firms’ advice goes into the direction of more
integration as well.

Vertical CRM: CRM software vendors will begin crafting packages targeted at
distinct, vertical markets in order to fit different types of customers, business
models, and sales strategies. The vendors will offer more and more special
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solutions for certain industries, instead of forcing the industries to customize
the software products to fit their needs. Lee believes that the number of CRM
vendors will shrink significantly due to the disappearance of many companies
that are looking for fast profit from the hype and offer the same type of
products.

Less CRM via ASP: Erin Kinikin, vice president of the research firm Giga
Information Group of Cambridge, states why CRM hosting came up in the
first place: “We look at outsourcing as filling two key functions: as a way for
a beginning company to meet a competitive need to get going quickly, and as
a method of cost-reduction at companies that’ve decided that customers are
not very important. But it’s not a strategic move for most businesses.”

Section 4.2 mentions the trend that CRM vendors will offer ASP services
themselves or closely work together with existing ASPs, but CRM hosting
will become less and less important. Enterprises are discovering that good
relationships with their customers as a strategic asset. Outsourcing customer
relationship management would mean separating the customer from one’s
business.

Common practice CRM: The lines between CRM and other information-
based management disciplines, particularly ERP, are blurring. “There is defi-
nitely a broadening of the definition,” concedes Jon Wurfl, CRM evangelist at
SAP. Dick Lee’s vision on the future of CRM seems to summarize the current
upbeat attitude toward CRM: “I don’t think the term ‘CRM’ is going to be
as predominant several years from now. It’s going to simply be what we need
to do.”

Market growth prognosis

Businesses and research institutes alike are enthusiastic about CRM. There
are a large number of reports on the growth of both ERP and CRM markets.
Quite often, forecasts vary between them, depending on which segments of
the markets were included (software, services, consulting, etc.).

ERP Market

The top five ERP vendors, SAP, Oracle, Peoplesoft, Baan, and J.D. Edwards,
account for 61l of total ERP market revenue. Their predominance in the ERP
market is likely to persist in the coming years.

AMR Research predicts that the enterprise resource planning (ERP) mar-
ket will grow at a compound annual growth rate of 32l over the next three
years. Total company revenue will reach $66.6 billion by 2003.

Another AMR’s research predicts that ERP market growth will slow to
5l a year, increasing from $16.9 billion in 1999 to $21.4 billion in 2004. The
reasons for the decrease of the ERP market are the Y2K problems and the
introduction of the Euro, which induced enterprises to invest heavily in ERP
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systems, in order to tackle several issues at once. They are now refocusing
strategic technology plans to extend ERP throughout global supply chains to
gain competitive advantage.

CRM Market

The CRM market is booming as a whole, which is also a result of increased
average budgets for single CRM initiatives. Dataquest says the average had
reached $1 million by the end of 2000 and that it is expected to have doubled
until the end of 2001.

A report from the Meta Group predicts a 50l annual growth rate for the
global CRM market. Meta Group analysts expect demand for CRM software,
consulting, and systems integration services to increase from $13 billion in
2000 to $67 billion in 2004.

IDC (International Data Corp) reports the CRM segment is expected to
grow at a compound annual growth rate of 29l through 2004. In addition,
the demand for CRM solutions among midmarket companies will result in a
market uplift for implementation services in the second half of 2001, continuing
through the year 2004.

IDC estimates that $40 billion was spent on CRM consulting, systems
integration, and outsourcing in 1999, and predicted the market would grow
to $90 billion by 2003.

AMR Research expects the CRM market to grow to more than $20 billion
by 2004 making it as large as the ERP market.

North America is the largest CRM market and held more than 70l of the
sector’s revenues in 1999. Revenue growth in North America is expected to
slow, however, and the region’s market share will drop to 64l by 2004, the
study found. Western Europe’s CRM market will see the most rapid revenue
growth, at about 36l, in the next five years, compared to 30l for the sector
overall.

16.6 Data Management in Analytical Customer
Relationship Management

Customer relationship management (CRM) is a strategy to acquire new cus-
tomers, retain them, and recover them if they defected. The corresponding
CRM goals can only be achieved if the right data sources are combined. This
section discusses what external and internal data are available along the CRM
process and how they support the achievement of the specific CRM goals.
Starting with defining a CRM process model and the belonging goals within
the CRM programs – acquisition, loyalty, and recovery – we explain the in-
ternal data situation. From here, we derive the need for external data and
how one can merge and manage the information along the CRM process. The
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aim is to provide a rough guideline for the selection and combination of data
sources among the CRM programs and to give hints how to overcome possible
problems.

Uniform products, along with individualization of customers, have brought
pressure for change in marketing practices. In the automotive industry CRM
generates additional product benefits by means of communication and services
that are designed and delivered to match the individual needs of customers.
This is one of the main goals of customer relationship management (CRM).

Although CRM is an advanced concept, its implementation still requires
the development of feasible approaches. From a practical point of view, a cru-
cial issue concerns the systematical collection, storage, usage, and continuous
improvement of customer data. The only companies able to construct last-
ing relationships with their customers are those that properly process and
maintain an adequate volume of customer information.

The overall aim of this section is to discuss the different data situations
along the CRM process and to give hints on how to overcome data prob-
lems. We try to explain how one has to consider the whole process when
handling data within a certain stage. These suggestions are valid for many
CRM-oriented companies. But, for the ease of comprehension and to cover
the specific issues of automotive companies, we restrict ourselves to this in-
dustry. In addition, we focus solely on private customers.

In this section we aim at generating a homogeneous and complete under-
standing of the CRM process, since there is no generally accepted approach
concerning this topic. Afterward, we describe what data sources can be used
in the car industry and how their importance varies along the CRM process.
Also we discuss options for handling these sources in order to fulfill the activ-
ities of operational CRM (oCRM). Here we talk about both single activities
and long-term strategy. We conclude by summarizing the main points and
outlining open issues for further research.

16.6.1 The CRM Process Model

According to one of the earliest definitions Relationship Marketing (RM) is a
“. . . strategy to attract, retain and enhance customer relationships.” The term
CRM is a later version of RM, having similar meaning, but used differently in
literature. Within this section we use these terms synonymously. Operational
CRM includes all activities concerning the direct customer contact, such as
campaigns, hotlines, or customer clubs. Every oCRM activity is generally
implemented in one of the three enterprise processes: sales, marketing, or
service, since these are the processes concerned with direct customer contact.

Analytical CRM (aCRM) provides all components to analyze customer
characteristics (behaviors) in order to accomplish oCRM activities, with re-
spect to the customers’ needs and expectations. There, the idealistic goal is
to provide all information necessary to create a tailored cross-channel dialog
with each single customer on the basis of his or her actual reactions. To reach
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Fig. 16.2. General possibilities of the CRM process

this goal and aiming to show only one company image to the customer, it is
necessary to look at CRM (oCRM and aCRM) as a cross-enterprise process.
Marketing, sales, and service departments have to coordinate their responsi-
bilities, activities, information systems, and data. Figure 16.1 illustrates this
demand.

There are many theoretical ways to organize the cross-functional
CRM process within an enterprise. Generally, we divide the approaches into
two broad clusters: organization-oriented approaches and cycle-oriented ap-
proaches. Figure 16.2 gives an overview.
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For our purpose, to discuss the issue in general, we base the CRM process
on the customer life cycle (CLC). Since CRM centralizes the satisfaction
of the individual customers and their needs, it seems logical to do so. Fur-
thermore, CLC is the most time-stable approach and provides the ability to
arrange oCRM activities according to each single life stage of the targeted
subjects.

Nevertheless, in real life there may be good reasons to choose another ap-
proach, at least temporarily. If, for example, an enterprise enters a new market
segment with a new product for the first time, it could be reasonable to orga-
nize the CRM process according to the product life cycle. Examples of such
events in the automotive industry are the introduction of DaimlerChrysler’s
Smart in Europe and Volkswagen’s New Beetle in North America.

Before enterprises can develop marketing or CRM strategies, they must un-
derstand how consumers make their purchase decisions. This decision process
is called customer buying cycle (CBC). We assume that the chain of all CBCs
a single customer runs through is his or her customer life cycle. The process
ends with the final stop of consumption. Figure 16.3 illustrates the overall
system and is described below.

We start with explaining the level of CLC stages. As mentioned before, the
CLC refers to the various stages of the relationship between businesses and
a (potential) customer. Now we take a closer look at these stages, assuming
that the product in question is a car.

Each relationship starts theoretically long before the first “physical” con-
tact. During the awareness formation stage a person is called suspect and gets
in touch with lots of information on available brands in a determined market.
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From there the suspect builds a set of product brands known to him and
suitable to satisfy his needs in general. This set is called the awareness set.

The first stage ends when the suspect recognizes a problem, an unsatisfied
need, or desire and starts to seriously consider several alternatives. Based
on the individual criteria and their importance, he evaluates and ranks the
brands. Therefore, he typically gets in touch with the respective companies
and turns into a “prospect.” The result of this stage is the prospects-evoked
set.

By forming a concrete purchase intention, the person becomes a “hot
prospect” (sometimes called hot lead) and enters the purchase phase. Here, he
decides what kind of car or brand to buy, chooses where to buy the product,
and negotiates the terms of sale (e.g., price, delivery, credit arrangement).
This stage is closed by the initial purchase. Now the prospect has become an
active customer and starts to use the car. He evaluates it in order to determine
whether it is performing as expected. The outcome of this evaluation lies in
a range between satisfaction and dissatisfaction, which influences subsequent
CBCs.

After a certain time, the customer begins to consider replacement. If he is
satisfied with his car experiences, he is most likely to remain an active cus-
tomer. With the loss of the actual car (selling or stop of usage) the ownership
stage of the first CBC ends and the person either stays with the company
(loyalty loop) or ceases being a customer. For the latter, he might come back
during any subsequent CBC.

As mentioned above, the CRM-relevant enterprise processes are cross-
functional to the CLC-based CRM process. But they can be differentiated
depending on their target groups and depending on the events “direct cus-
tomer contact” and “purchase.” This enables us to relate them to our process
model, at least for one CBC. The first direct customer contact might be in
the awareness, consideration, or purchase stages. To simplify the model, we
assume that the first direct customer contact is identical to the purchase in-
tention point. Therefore, we can construct the relationship shown on the level
of enterprise processes of Fig. 16.3.

In order to organize the oCRM and aCRM activities along the CRM
process, they are implemented as separate programs (as illustrated in Fig. 16.3
on the level of CRM organization) with clear interfaces, special goals, and
corresponding direct marketing activities, like acquisition campaigns or road
shows. Nevertheless, the programs have to be coordinated closely, as we dis-
cuss later. Figure 16.4 illustrates how the program-related CRM goals fit into
the general goal pyramid of the enterprise.

Within the operational CRM goals we distinguish between goals related to
single programs, e.g., increase of usage or cross selling for the loyalty program,
and overlapping goals, such as efficient use of the budget or creating cus-
tomer insights. Both require strong interactions among the CRM programs,
since program-related goals partly need data gathered at some time in the
process. For example, customers with a high probability to defect can be better
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detected in the loyalty program, if patterns of already defected customers and
reasons for defection are known from the recovery program. Summing up,
we may say that the synergetic effects of program interactions should not be
ignored. We refer to this point in later part of this section again.

16.6.2 Data Sources for Analytical CRM

Analytical CRM supports the oCRM activities, as discussed before, through
systematical collection, storage, and evaluation of data. Data management is,
therefore, the starting point for effective CRM and will continue to grow in
scale and importance. We have to consider three aspects: the quantity, the
quality, and the actuality of data available. Based on the continuous cycle
of data management, we learn about people’s behavior and needs. We want
to use this knowledge to optimize our oCRM activities through targeting the
right people with the right information and offers at the right time.

In order to provide high-quality information for the CRM programs, we
must discover first-rate customer-related data and evaluate them with suit-
able data mining techniques. Even if it seems that there is a wide variety of
data, it is hard to find and merge the “right” data, even within the own com-
pany. Generally, we can find data sources within and outside the enterprise.
Typically, internal data is considered more valuable data, because it reveals
true insights belonging to our company and products. Additionally, we aim
to generate a competitive internal data situation in the long run. Since com-
petitors have the same access to external databases as we do, it seems to be
the only way to generate real advantages.

In the first column of Fig. 16.5 we list the main information categories con-
cerning customer characteristics. The most important examples for external
sources, as used in automotive industry, are shown on the right-hand side of
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the figure. For internal data we show only the availability during the CLC,
as they can be stored at different databases in any company. The hands indi-
cate the internal data, when the data categories are most likely to be available.
For external data they give evidence as to which data sources these categories
can be found in. Because it is very difficult to measure information quality,
they do not indicate the excellence of information.

After the short overview, we now want to relate the potential information
sources to the CRM process. In order to do so, we start by describing the
data situation for the CLC of a single person (illustrated by the gray area in
Fig. 16.6). After that, we change the perspective to the enterprise’s point of
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view. This is necessary because we want to look at the data situation of each
CRM program. Consequently, the CRM programs must be discussed inde-
pendent of the fact of whether or not an individual passes through the whole
process. The relationship between these two perspectives is that programs are
static in their nature, but are passed through by a large number of evolving
subjects.

Examining the data situation from a single customer’s perspective, we
lack internal information at the beginning of the CLC (see internal data in
Fig. 16.5). There are two general ways to overcome this gap: we either buy data
from external providers or collect it by means of surveys, lotteries, etc. With
the evolvement from a suspect to a hot prospect, the person releases more and
more information. This improves the data situation within our company and
the proportion of internal and external data changes slightly. At the point of
the initial purchase there is a sudden jump. Buying the product, the person
becomes an active customer and we receive personal information, e.g., about
his favorite car (including equipment) and his financial situation. Over time,
the proportion of internal and external data of an active customer changes
more rapidly than before. Now we constantly gather information like usage
behavior or service interest. If the customer stays active for several buying
cycles we are theoretically able to develop the internal data up to a point
where no additional external data is needed. If the customer defects to another
enterprise, the situation changes again.

Shortly after the defection, we still have lots of internal data. If we cannot
win back the subject, these data age or get lost. Additionally, the subject
creates new data without revealing them to us. Note that the absolute amount
of data is not considered. We also have to keep in mind that this is only a
rough guideline for the automotive industry, and generally depend on industry,
previous internal knowledge, CRM goals, and CRM programs.

If we now want to connect the data situation of a subject with that of CRM
programs, we just have to understand that each program focuses generally on
another status level of the CLC (see Fig. 16.3). This means that we always
have a certain number of subjects with an identical status level and with a
similar data situation within a specific CRM program. Consequently, the data
situation of each program is almost static over time. If we take all subjects
belonging to a certain CRM program for a certain spot in time and calculate
the data average (in terms of quality, quantity, and actuality), the results are
the dotted lines in Fig. 16.6. As it becomes clear, we have different information
levels of internal data amongst the programs. Therefore, we need more or less
external data and for that reason the ration of external and internal data
varies also.

16.6.3 Data Integration in Analytical CRM

In this subsection, we explain how the data described before can properly
support the CRM process. To do so, we discuss the single programs as well as
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overlapping issues. Section 4.1 clarifies basic requirements and assumptions.
From Sections 4.2 to 4.4 we look at each CRM program. Before we outline
special questions related to the corresponding program, we first restate the
specific goals and then point out the internal and external data situation. Sec-
tion ?? deals with the program overlapping goals and the resulting interactions
between CRM programs.

Basic Remarks

The most likely situation is that the CRM programs have to be developed for
companies that already exist. In this case, the company must first capture the
status quo of the internal data. Depending on their quality in terms of accu-
racy, actuality, completeness, etc. external data have to be purchased. Two or
even all three CRM programs could be started simultaneously. Then, benefits
of interactions between the programs are possible from the very beginning.
But in companies that already exist, we face difficulties with existing (nonop-
timal) conditions, e.g., in terms of internal data quality or given information
systems.

If a company starts with CRM for the first time, in theory it could start
from scratch. This would mean that there are no existing customers and,
therefore, no customer data. Naturally, the company in question would first
develop an acquisition program, immediately buy external data, and form the
relationship with the new customers along their CLC. Although this situation
is possible (e.g., when smart AG entered the car market for the first time in
the 1990s), it is rare, especially in established industries. For the purpose of
this section we discuss both situations if there are any significant differences.

Acquisition

Acquisition mainly aims at establishing a dialog with the suspects belonging
to predefined target groups and at gradually converting them from suspects
into customers. When a suspect goes through the acquisition program, the
major challenge is to become our brand part of the awareness and later the
evoked set of the subject. If the subject does not leave the acquisition program
unplanned (e.g., because of no interest or unrecognized change of address),
the program ends with the initial purchase (see Fig. 16.3).

As shown in Fig. 16.6, external data sources play an important role, espe-
cially in the acquisition program. Therefore, we would want to take a closer
look at their suitability. In order to rank data sources in terms of their use-
fulness we have to find ranking criteria. The researchers explained that the
measurement of information quality is a complex task with various facets.
Aiming to make a first rating of the general suitability of an external data
source for acquisition, we try to restrict ourselves to four main aspects here.
These are the number and the quality of descriptive variables, the market
coverage, the costs per contact, and the expected response rate for suspects.
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In order to run continuous acquisition programs, we need many new ad-
dresses every time and hence, the market coverage is a fact to take into ac-
count. Because we lack internal data about suspects as well as prospects we
have to buy this information. For that, the number and quality of descriptive
variables is important in acquisition. Especially at the beginning of a CRM
project we are often obliged to proof its usefulness and efficiency within the
company. Thus, we must consider the expected response rate and of course the
overall costs per contact.

Considering the market coverage for passenger cars, registration data (for
legal aspects), NCBS data (New Car Buyer Survey), panel data, and data
from noncompetitive enterprises (NCE) can only be used as supplements here.
Census data is not only highly aggregated, but also mostly available within
microgeographical data sources. If we focus on the remaining data sources (cf.
Fig. 16.5), we receive the portfolio illustrated in Fig. 16.7.

Now we want to see how these data sources fall in place during acquisition.
An ongoing aim of acquisition programs is the generation of new suspects.
As we have learned in section 3 (Fig. 16.6), usually we have only internal
information about them. As a result, in acquisition one aims to buy external
data continuously.

If a company starts acquisition with direct marketing for the first time or
is new in business, normally it lacks data about responders or customers, and
thus it misses a proper target variable for the use of data mining techniques
like classification or predictive modeling. Consequently, the company does
not need any descriptive variables for prediction. Furthermore, because it is
just starting acquisition campaigns and therefore did not use lots of publicly
available addresses in the past, market coverage is not very relevant. Con-
sidering these two aspects as well as the highly expected response rates for
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properly selected lists, we recommend using them. This will help to achieve
quick results in terms of generated prospects (responders) and to strengthen
the position of CRM within the enterprise.

Nevertheless, there are two aspects to bear in mind about lists. First,
addresses generated from lists are contacted frequently by many enterprises
and therefore show a certain saturation. And second, suitable lists are limited
and certain social classes are neglected. In the case of running acquisition
programs the potential value of lists is less. Because of their small market
coverage, appropriate lists will at times be nearly exhausted. We can still use
lists as frequent sources for the acquisition program, because there will appear
new needs for the subjects already on the lists, new subjects in existing lists
or completely new lists, but we also have to look for alternatives.

After running the first campaigns, the internal data situation is improved.
The reactions to our mailings and the identification data (name, address,
etc.) of the contacted suspects from the lists are the core of our internal
database. Additional data can be added, if we send questionnaires with the
mailings. They inquire, e.g., about the next replacement need, the product,
and the communication preferences of the prospect and give hints how to
correspond with him properly. Since during acquisition we aim mainly at
distinguishing between potential customers and noncustomers, we focus on
data mining techniques like classification and prediction.

Because of the now-improved data situation we have positive responders
and therefore a valid target variable. This can be used to predict the response
behavior of subjects from other data sources. In order to do so, we have
to find data that refer to both our responders and the targeted subjects.
For this reason, it is advisable to refer to external data sources again. If
we look at the dimensions of our portfolio from Fig. 16.7, we now face new
requirements. For generating predictive models we clearly need descriptive
variables, although the specific requirements vary for different data mining
approaches and techniques.

Additionally, we call for high market coverage. This is essential for main-
taining ongoing acquisition campaigns. Microgeographical and lifestyle data
mostly fulfill the two requests. Because of the higher expected response rates,
it makes sense to start using lifestyle data. If the data is exhausted, micro-
geographical data can take their place. The more knowledge we possess about
the responders (and responders that become customers), the finer we can
select new subjects to contact. Therefore, the usually lower response rates
of microgeographical data compared to lists and lifestyle data can be partly
compensated by better targeting (and lower address costs).

Loyalty

Loyalty clearly focuses on establishing a permanent dialog with active cus-
tomers. The aim is to build a mutually profitable long-term relationship.
Therefore, we pursue operational goals like increasing usage, upselling, and
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repurchase rates. A person becomes a customer and therefore a potential tar-
get for the loyalty program, if he signs a contract (initial purchase). He stays
within the program as long as he remains an active customer. With defec-
tion to another company (voluntary or forced) he will be handed over to the
recovery program (Fig. 16.3).

From a data point of view, loyalty is the key program of CRM. Neither
during acquisition nor recovery are there so many and such close contacts to
customers. As a result we can gather lots of internal data with supposedly high
quality. Therefore, the ratio between internal and external data will change
over time, in favor of the internal data (cf. section 3). If many customers stay
with our company and pass through several CBCs, theoretically there is a
point where no additional external data is needed.

Taking a closer look at the quantitative and qualitative growth of internal
data, we discover three general ways for improvement. First, we can collect
information (like sociological or financial data) freely given by the customer.
This data has very high reliability, if the customer has to prove the accu-
rateness (e.g., for leasing or credit purposes). The data is less reliable if it
is based on volunteer statements (e.g., from questionnaires). The second way
for obtaining data is observing customer behavior. Here we get hard facts like
mileage, product characteristics, or use of services. As the third category there
is data derived from the internal database. For deriving the data, we use basic
statistical or data mining techniques like regression or neural networks (e.g.,
for building averages, or estimating and prediction of variables).

Because of the growing internal data, the need for external data decreases
the longer the loyalty program runs and it is clearly lower than in the ac-
quisition program. Nevertheless, there may always be a good reason to buy
external data. As we explain here, there are two basic applications for external
data in the loyalty program.

First, we can buy external data on a regular basis and thus extend the
customer database with valuable information, permanently. For example, we
could add socio-demographical data from microgeographical sources in order
to generate selection criteria for direct marketing activities. For applications
like these, we still need data that refers to most of the customers, and con-
sequently, we need high market coverage as found by microgeographical or
lifestyle data sources. Lists do not represent an additional value here, because
they lack the descriptive variables and market coverage.

Second, we can use external data on a nonpermanent base, e.g., for special
tasks in market research. For these tasks we work mostly with samples. Con-
sequently, we do not need high market coverage. Data sources with special
topic-related information (e.g., NCBS or panel data) have higher priority.

After talking about the general data situation in loyalty, we now want to
look at the main tasks to fulfill. During his ownership, the customer is exposed
to a variety of influences that can have an impact on his attitudes concerning
our company, brands, or products. Such influences are called triggering events.
There are two groups of triggering events we would like to point out, because
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Fig. 16.8. Examples of triggering events and their consequences

of their high impact on the customer-to-business relationship. The first group
contains events related to the lifecycle of the customer himself, such as mar-
riage, death, or unemployment. The second group encloses product (car)- or
service-related events (e.g., accidents, car maintenance, or mileage).

Product- and service-related events can sometimes be caused by lifecy-
cle events. As shown in Fig. 16.8, all triggering events can be distinguished
by expected and unexpected events as well. A single triggering event or a
combination of events can result in fundamental changes in the customer’s
needs and attitudes and therefore, his expectations and actions regarding the
relationship to us may change, with serious consequences (see Fig. 16.8).

One of the main tasks of aCRM for loyalty programs is the prediction (e.g.,
use of decision trees for predictive modeling) and recognition of triggering
events (e.g., use of residual analysis for derivation recognition). Not only do
we have to prevent undesired consequences, but additionally, triggering events
often provide opportunities for enhancing customer relationships. The goal of
prediction is hard to accomplish for expected events and barely possible for
unexpected events (How to predict an accident?). For the latter we are mostly
restricted to event recognition. Another approach could be the evaluation of
likelihood classes as used, e.g., for car insurance policies. For the detection of
triggering events we refer mostly to the use of internal data. This should be
more detailed and have higher actuality than most external sources (Fig. 16.5).
Examples for such triggering events are a sudden change of annual mileage
that indicates different usage habits or a modified email address that refers to
a new company. External data might be used additionally for explaining such
indicators (e.g., microgeographical data can show new housing conditions).

Another important task for aCRM in loyalty is to provide customer in-
sights for the tailored customer dialog. For that, we primarily use data mining
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applications from the fields of clustering (e.g., k-means) and description (e.g.,
association rules). In order to find customer segments we can use the external
sources with topic-related information, as described above. But to apply all
customers to the appropriate segments we need to find corresponding selection
criteria, which is available within our internal customer database.

Recovery

The customer becomes a target for the recovery program when he changes to
another car company. Recovery pursues two goals. The main goal is to win
defected customers back. But in order to do so and to avoid future defection,
the second goal is to learn the reasons for defection. The problem with re-
covering former customers is that when defection become known to us, the
person has often already purchased a new car from a competitor. Considering
the amount of time and emotions spent for choosing, as well as the money
spent for acquiring the car, the customer will not sell the actual car in the
near future. The average length of car ownership, e.g. in Germany, is approxi-
mately 3.5 years. That is why the goal of the dialog cannot consist in winning
back the customer immediately, but in establishing and keeping contact with
him until his next repurchase.

The final goal of the dialog is to gain the top position in his evoked set
again. The reasons for defection must be questioned as one of the first steps of
the recovery program. We need this information for planning the content and
timelines of the recovering program and it is also helpful to prevent churn of
actual customers in the loyalty program. Because the recovery program deals
with former customers, we generally have detailed internal information about
the targeted subjects, at least more information than in acquisition. But this
is true only for subjects who defected recently. The more time that has elapsed
since people defected from our company, the less valuable their data becomes
(see Fig. 16.5). More concretely, new information about car characteristics, as
well as car usage and financial data emerge, but not in our enterprise.

Unfortunately, such information is rarely available in public data sources.
This implies that the lack of actual internal data cannot be compensated by
external data. Additionally, the identification data becomes more and more
obsolete and one day it is impossible to purchase external data because the
customer’s identification data is no longer valid. Regarding this debasing data
situation, a recovery dialog must be established as soon as the defection be-
comes clear. Only when the customer has defected for a short time do we
possess a lot of actual data about his contact address and his communication
preferences. This is the precondition for a successful dialog. At this point we
now know what do to when the defection is known already. In practice the
customer rarely informs us of his defection.

For that, it is necessary to find proper identification variables. There are
two fundamentally different types of churn. People can churn voluntarily if
they do not want to be customers anymore (e.g., because they are unsatisfied
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with the product or got a good offer from a competitor) or involuntarily
if they are forced to stop consumption (e.g., because of unemployment or
illness). Both types of churn can occur for many different reasons and can be
recognized by different outcomes.

Involuntary churn is recognized more easily (e.g., people stop to pay their
bills or the car is wrecked in an accident). For the recovery program we
want to recognize mainly voluntary defection, because voluntary churners are
more likely to return and stay good customers. For that we mostly have to
use indirect indicators. Examples of such indicators are the abrupt stop of
service bills or if loyalty measures get unanswered suddenly. In order to find
these hints within our internal data we use the techniques of deviation recog-
nition or basic statistics. Before ending this section we want to point out that
recognizing the reasons for defection is mainly part of the recovery program,
but it is important for the loyalty program as well. The behavior patterns and
indicators discovered in recovery are the basis for churn prevention in loyalty.

Interactions Between the CRM Programs

As mentioned already within the preceding subsections, there can be several
interactions between the different programs. In this section, we want to exam-
ine them from different perspectives. Looking at the interactions of the CRM
programs we have to consider the objects of interaction. Naturally, subjects
evolve from suspects to customers and therefore pass through the different
program levels. These subjects are represented through their data and conse-
quently the objects of the exchange are data. The exchanged data can differ
concerning its reference level. First, data can be exchanged on an individual
level. This means that data about a specific customer gained in the acquisi-
tion program is used in loyalty as well. Second, the data exchange can take
place on an aggregated level. This implies that insights gained about a certain
group of people, for instance in loyalty, are used for marketing activities in
the acquisition program.

Because external data is available for each program and can be bought any
time, normally, we do not include it in the program interchange. But we must
keep in mind that, when purchasing external data for one program, the exter-
nal data needs in other programs can be taken into account. More concretely,
it makes sense to consider data needs in loyalty and recovery programs when
buying external data for the acquisition program and the other way around.

Individual internal data is exchanged mostly forward oriented, meaning
that data gained in acquisition is used in loyalty and recovery. In fact the
individual data is not transferred, but the customer file is enriched with all
information gained about the subject during his CLC. Prospect data acquired
during the acquisition program is retained and enriched with new customer
data. If the customer churns, the inquired reasons for defection are stored in
the same customer file as well. This type of data exchange is already assumed
in the explanations within the programs and is not examined in detail here.
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Aggregated data can also be exchanged forward oriented. But the insights
gained through the evaluation of aggregated data are especially advantageous
in backward direction as we explain.

For that, we want to consider the reasons for the data exchange. Of course,
data is exchanged to gain further knowledge, but there can also be interaction
to compare and adjust data. This means that individual data with similar
content may be gathered in different programs. For example, we may inquire
as to the preferred car characteristics of a prospect via a questionnaire in
acquisition phase. When the prospect becomes a customer, we gain reliable
knowledge about his chosen car characteristics. As discussed before, the latter
are better than the volunteer nonproofed statements.

We can update information about preferred car characteristics with data
about chosen car characteristics. This update, again, is forward oriented on
an individual level. Backward oriented we can analyze the differences be-
tween announced and true product preferences in order to make these insights
available in precedent programs. This point refers to aggregated data. Another
example of backward-oriented exchange of aggregated and individual data is
the use of defection data to identify customers likely to churn. Therefore,
we need information about the typical profile of churners. The corresponding
data emerges within the recovery program and is transferred to the loyalty
program. There, the descriptive variables about customers are used as input
variables in order to generate a predictive model. The output variable is the
information regarding whether a customer has defected or not. The generated
predictive model assigns a score to new customers that indicate their fit with
the churner’s profile.

It becomes clear that backward-oriented exchange of aggregated data of-
ten goes along with the use of data mining methods like classification, predic-
tion, and clustering. Similar to the prediction methods just described, clus-
tering permits distinguishing between different groups of responders, active
customers, or churners. Deviation analysis must also be established on an
aggregated level in order to incorporate a certain standard deviation in the
model.

16.6.4 Further Research

This section has not focused on the question of how to distinguish between dif-
ferent data providers that offer the same or similar kind of external data. This
problem arises after the needed data within the programs is determined. The
selection of a wrong provider often can destroy the benefits of the precedent
steps.

The thoughts were oriented on CRM programs in automotive industry.
But the CRM process model and the data suggestions are applicable for other
industries as well. Nevertheless, there are differences in goals and data be-
tween industries depending on their product (industrial, consumer, or utility
goods) and their customers (businesses or end users). These differences will
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have an impact on the concrete design of the CRM process model, the CRM
goals, the internal data situation, and the resulting need for external data.
Further research should examine the differences and discuss the resulting con-
sequences.

16.7 Summary

So far, the selection and integration of data within the CRM programs was
rarely mentioned and hardly ever treated in marketing or data mining re-
search. But for both domains, combining the right internal and external data
is a guarantee for marketing success and for the use of data mining techniques
within analytical CRM.

Most research has been restricted either to CRM strategy without dis-
cussing the practical issues of deploying the strategy or to characterize data
independent on the business problem. Despite being really important in evalu-
ating data sources, criteria like actuality, accuracy, and completeness resulted,
and they do not give evidence as to which categories of data should be used
depending on the marketing goal and on the internal data situation. In this
chapter, we connected the CRM goals within acquisition, loyalty, and recovery
to the internal data situation. Based on that, we derived the need for external
data and the need for data exchange between the CRM programs.

We showed several levels at which the CRM process can be described. First,
we pointed out the CLC level showing the possible evolvement from a suspect
over a prospect to a (former) customer. The amount and quality of internally
available data grows when the subject becomes an active customer. Second, we
illustrated the organizational level with its programs. We showed the modest
internal data situation in acquisition, which make additional external data a
must. Loyalty and recovery also require external data – but to a lower extent
and with different focal points.

Depending on the CRM goals we stated different requirements on the
external data. While in acquisition market coverage is an important criterion,
specific data about purchase history and behavior are much more important in
loyalty and recovery. Furthermore, in order to reach the corresponding CRM
goals the programs have to be coordinated closely especially for exchanging
data and knowledge derived.

16.8 Review Questions

1. Define customer relationship management (CRM) and state its uses.
2. What are the key rules used in implementing CRM?
3. What are the general categories of separate behavior in CRM?
4. How are data mining models built using response behaviors?
5. Explain the application of data mining in marketing.
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6. What are arguments for and against the sharing of customer knowledge?
7. Define customer value management (CVM).
8. Define global customer relationship management (GCRM). What are its

issues?
9. Write a short note on content management and the core competencies in

CRM.
10. Explain in detail on the fundamental skills in CRM.
11. State the reasons for CRM and the key elements required for success in

CRM.
12. How does data mining help in database marketing?
13. What are the consequences of implementation of CRM?
14. State some of the technologies used in CRM.
15. Explain the connection between enterprise resource planning (ERP) and

CRM.
16. What are the benefits of CRM to the enterprise?
17. Differentiate the market strategy of CRM and ERP.
18. Explain CRM as cross-functional process.
19. Explain CRM process based on customer life cycle.
20. How is data integrated in analytical CRM?
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Data Mining in Business

Objectives:

• To help data engineers in a large corporation investigate the bad debts
database and uncover useful patterns in selecting targets for debt recovery,
thereby dramatically improving the corporation’s debt recovery.

• To understand the difference between the results of the “average” practi-
tioner and the “quality” practitioner

• To find the right balance between software, intellectual property, and so
forth, is all part of the evolution of the industry.

• The business expert not only uses the results of data mining but also eval-
uates them, and this evaluation should be a continual source of guidance
for the data mining process.

• The process must be thoroughly domain-oriented rather than technically
oriented, and the tools must support an interactive, incremental, and it-
erative style of work.

• Data mining techniques can be implemented rapidly on existing software
and hardware platforms across D&B to enhance the value of existing re-
sources, and can be integrated with new products and systems as they are
brought on-line.

• The commercial success of data mining lies in providing true value to the
businessperson in a form that can be used and understood by the business
community.

• Data mining tool aims to empower the business analyst to explore and
understand the dataset in relation to his/her own knowledge, rather than
aiming to replace the analyst with some automated data-discovery algo-
rithm.

Introduction

In this section, data mining for business problems, business focus on data
engineering, overview on business applications, and data mining in business
case studies are presented.

S. Sumathi and S.N. Sivanandam: Data Mining in Business, Studies in Computational Intelli-

gence (SCI) 29, 387–409 (2006)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Data engineering is inherently a multidisciplinary field, because of the
number of technologies involved: visualization, data analysis, knowledge engi-
neering, perhaps databases, and courses the subject matter of the application.
So there we have the technical background of the community, and some idea of
the range of applications. What are the business implications here? A number
of factors have emerged in the consulting works that are beginning to give a
better understanding of the business nature of the discipline. First, the com-
munity has a number of different focuses. The business expert plays a critical
role in data mining, both as an essential source of input (business knowledge)
and as the consumer of the results of data mining. Data mining can reveal
patterns in data, but only the business expert can judge their usefulness. It
is important to remember that the data is not the business, but only a dim
reflection of it. This gap, between the data and the business reality it repre-
sents, we call “the chasm of representation” to emphasize the effort needed
to cross it. Also this section discusses a case study on “An Overview of Data
mining at Dun & Bradstreet (D&B)”.

17.1 Business Focus on Data Engineering

Data mining has emerged this decade as a key technology for areas such as
business intelligence, marketing, and so forth. For the purposes of discussion,
application, and business domains we consider here include telecommunica-
tions, medical devices, space science (vehicle health management and scientific
instrumentation), targeted marketing, and mining.

From a technical view, we do not consider data mining to be a new field,
but rather another discipline in the lengthy history of engineering sciences that
use data is a core focus for developing knowledge. This family of disciplines we
consider here comes under the term data engineering. Some traditional and
nontraditional examples follow: Data engineers work with physicists in ana-
lyzing spectral data measured from a high-resolution imaging spectrometer
develop sophisticated models of the spectrometer’s complex error modalities
(registration, response function, calibration, measurement glitches) so that
a high-fidelity model of the spectrometer’s measurements can be developed.
Data engineers investigating the performance of an industrial strength place-
and-route package uncover useful characteristics of the optimization process
and thereby improve the performance of the algorithm. Data engineers work
with astronomers in analyzing infrared data from an electronic star cata-
log. The analysis, in concert with the astronomer’s interpretations reveals
new, publishable classes of stars and also uncovers troublesome, never-before
recognized artifacts with the original instrument. Data engineers in a large
corporation investigate the bad debts database and uncover useful patterns
in selecting targets for debt recovery, thereby dramatically improving the cor-
poration’s debt recovery.
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At the time of the development, the individuals performing these tasks
may have considered themselves applied machine learning researchers, decision
analysts, statisticians, or neural network researchers; however they were all
performing data engineering. We may have also head of the terms data mining
and knowledge discovery, exploratory data analysis, intelligent data analysis,
and so forth. These areas performing similar tasks however have a particular
emphasis that distinguishes their origins, whether it be the applications they
serve of the algorithms for data analysis that they use.

First, the community has a number of different focuses.

• First, there are more common turnkey applications. A well-known example
is HNCs pushing into credit applications. We do not consider this data
mining, but rather an application with a small component of data mining
technology embedded.

• Second, there are general-purpose tools. Like the tools market everywhere,
and as Kohavi (SGI – Silicon Graphics Institute) has said in his recent
talks, this is a consolidating market.

• Then there are special purpose developments, which involve the technology
we have referred to above as data engineering.

The experiences in this third focus period an interesting conundrum for the
business manager. We find that in this third focus, there is a big difference be-
tween the results of the “average” practitioner and the “quality” practitioner.
Every good software manager would know that a really good programmer
can produce 100 times more code than an average programmer, partly due
to the net result of subsequent maintenance, reduction in overhead and sys-
tems validation, and so forth. We find the same with data engineering. Except
with data engineering, we find there are few key insights made in a project
that make all the difference. Mundane use of the “usual tools” in the “usual
manner” by the average practitioner gets one so far. But a big difference in
performance is gained by the quality practitioner who makes a few key insights
to change the project.

What are the business implications here? There are several.

• We often find businesses are reluctant to put outside specialists onto key
technology development regarding perceived ownership of their intellectual
property. If there core business involves software, they do not like to be
seen as needing outside consultants developing part of their proprietary
software. Network management companies are more reluctant to seek out-
side consultants, than say, medical devices companies. Because advances
in these areas often need some key technology insights, the development in
the network management company simply remains untouched unless they
have an in-house, experienced, research and development group knowl-
edgeable with the right methods (such as Microsoft, HP, etc.) We see this
as damaging to the application domains themselves. Most importantly,
we believe this effect favors the multinationals over the small businesses,
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usually considered the engine of innovation. This is a problem with the
business handling of intellectual property.

• Second, we fear, but have not yet seen a backlash against data mining
as had occurred for expert systems. Large corporations with ideal and
potentially lucrative applications throw inexperienced staff together with
the usual tools in poorly conceived projects. The broad experience in ap-
plications has shown that except in circumscribed vertical markets where
complete systems can be developed by professionals the key insights re-
quired to make the difference can require the right professionals on the
task. Thus many may suffer. We have anecdotal evidence here from data
mining consultants. From a distance, business managers would blame the
technology and not their implementation.

• Third, we are developing a software environment where we can address the
kinds of developments we believe are necessary in those domains where
specialist R & D is needed. MindSet from SGI, for instance, is successful
because it provides an easy-to-use but powerful environment for visualizing
data. Tools such as SAS rely on the large number of SAS-trained users in
industry, for instance prior to the growth in data mining. The in-house
focus for supporting consulting is to provide common platforms and tools,
and plug compatible algorithms with modular components so that we can
efficiently customize systems for the clients to focus on their needs.

Regardless of what happens to data mining as a community, we know that
data engineering in one form or another will continue to remain a key enabling
technology for many businesses, and thus finding the right balance between
software, intellectual property, and so forth, is all part of the evolution of the
industry.

17.2 Data Mining for Business Problems

As data mining and machine learning techniques are moving from research
algorithms to business applications, it is becoming obvious that the accep-
tance of data mining systems into practical business problems relies heavily
on the integration of the data mining system in the business process. Some key
dimensions that data mining developers must address include understanding
the business process from the end user perspective, understanding the envi-
ronment in which the system will be applied, including end users throughout
the lifecycle of the development process, and building user confidence and
familiarity of the techniques.

One critical aspect of building a practical and useful system is showing
that the techniques can tackle the business problem. Traditionally, machine
learning and data mining research areas have used classification accuracy in
some form to show that the techniques can predict better than chance. While
this is necessary, it is not sufficient to sell data mining systems. The evaluation
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methods needs to more closely resemble how the system will work while in
place.

One way to more closely evaluate data mining software in their intended
setting is to incorporate time into the evaluation process. Although the time
issue makes the prediction scenario more complicated, many data warehouses
have data that is time dependent. For example, billing data stores billing,
payment, and usage data for each customer indexed by time. As Kurt mentions
in “Some thoughts on the current state of data mining software applications,”
few if any data mining systems deal with the time variable indirectly stored
in the data.

Although the time dimension is left out during the prediction process,
data mining systems should be evaluated with some aspects of time kept
in mind. Researchers and developers can simulate time-dependent evaluation
by evaluating models on historical data stored in the data warehouse. For
example, suppose we are building a model to predict whether a customer
will churn in a given month. Suppose we have the data for the independent
variables at time t and we make a prediction for person x saying that they will
churn. When will x churn? Will they churn immediately, in the next two weeks,
in the next month? For what time period should we evaluate the model? An
intuitive guess would say that the model is most accurate at predicting churn
the closer it occurs in time to the independent data. When does the model
predict the same as the background churn rate? While accuracy is a valid
evaluation criterion, determining how long the model is valid is also important
information. Instead of showing the accuracy of a model as a single number,
the accuracy could be shown as a function of time. This information can also
be used to compare different data mining techniques. The characteristics of
the model should be tested while increasing time to better simulate the data
mining software while used in a business process. The accuracy of the model in
given time and other evaluation criteria should be provided to the end users,
so they can determine those characteristics that are more important to their
business task.

Given that models have some accuracy function implies that models should
be relearned or refreshed after some amount of time. If the accuracy of a
model comes close to random chance after some time, a new model should be
learned. The older model and the newer model should be somewhat consistent
and similar. For instance, if a model at time t is based on attributes A, B, and
C, we would expect the refreshed model to use a similar set of attributes. If
they change radically, the models may be overfitting the data or the models
may reflect seasonal trends. The end users of the system expect the models
to be somewhat consistent. They might lose confidence if the models change
radically, because intuitively the radical change may not make sense.

As stated earlier, the evaluation should reflect the business process it will
be applied in. For example, if the churn system is used to identify churners
monthly for targeted campaigns, then an interesting question from an end user
may be to ask what percentage of churners in month y would the data mining
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software predict to churn ahead of time. The results of running experiments
on historical data to answer this question may give some indication of how
often campaigns need to be run to capture a certain percentage of churners.
In addition, by noting those customers that end up being on the predicted
churn list for successive months we also find out more about the consistency
of the models. These types of questions come about by interacting with end
users and by looking at the task through their perspective.

Unique Perspective on Data Mining Problems

The combined experience in applying data mining technology to many do-
mains over the years has taught several lessons that are not commonly dis-
cussed in the community, by either vendors, researchers, or business users.
The important three problems are presented as follows:

1). Before business problems can be solved with data mining, they
must be transformed to match existing tools.

Data mining tools perform a small set of basic tasks such as classification,
regression, and time-series analysis. Rarely is a business problem exactly
in one of these forms. Usually it must be transformed into (or rephrased
as) one of these basic tasks before data mining tool can be applied. Often,
in order to solve a problem it must be decomposed into a series of basic tasks.
Indeed, much of the art of data mining involves the creative decomposition of
a problem into a sequence of such subtasks that are solvable by existing tools.

For example, the work on cellular phone fraud detection transformed the
problem of fraud detection into a sequence of knowledge discovery, regression,
and classification tasks (mining for indicators of fraud, profiling customer
behavior, combining evidence to classify behavior as fraudulent). No single
type of task was adequate to solve the problem.

2). Evaluation of data mining results is more complex than either
developers or users believe.

Most data mining tools, like the research prototypes from which they were
derived, measure performance in terms of accuracy or classification error. A
tacit assumption in the use of classification accuracy as an evaluation metric is
that the class distribution among examples is constant and relatively balanced.
In the real world this is rarely the case. Classifiers are often used to sift
through a large population of normal or uninteresting entities in order to find
a relatively small number of unusual ones; for example, looking for fraudulent
transactions or checking an assembly line for defective parts. Because the
unusual or interesting class is rare within the classification is rare within the
general population, the class distribution is very skewed.
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Evaluation by classification accuracy also assumes equal error costs. In the
real world this is unrealistic because classifications lead to actions, which have
consequences, sometimes grave. Rarely are mistakes evenly weighted in their
cost. We have yet to encounter a domain in which they are. The class skew
(as well as error costs) may change over time, after a data mining solution is
deployed. Indeed, error costs and class distribution in the field may never be
known exactly.

Unfortunately, the importance and difficulty of evaluation is often not
appreciated by business users either. The business user usually knows the
general problem to be solved, but may not be able to specify error costs
or even advise in their calculation. Sometimes the business user does not
know how well current procedures solve the problem, and has no mechanisms
in place to evaluate their performance. We are sympathetic to this, since
evaluating performance often tasks time and effort away from the task itself.
However, it makes measuring the efficacy of a data mining solution difficult
or impossible. These recurring difficulties with evaluation have directed the
research at Science & Technology Center Bell Atlantic. They have developed
a technique based on ROC analysis that greatly facilitates comparison and
evaluation of data mining results. The technique is especially useful when error
costs and class distribution are only known approximately, or may change.

3). Data preparation and data cleaning are more time consuming
and knowledge intensive than is acknowledged.

In our experience, understanding the data, reducing noise, and converting the
data to an appropriate representation is the most time-consuming part of the
data mining process. Furthermore, the process is usually iterative and knowl-
edge intensive: as the project progresses, we learn more about the process that
generates the data and we have to go back and re-clean them based on the new
knowledge. Although the provider usually has information about the data, we
are often the first people ever to analyze the data carefully. We have uncov-
ered errors, idiosyncrasies, and artifacts of the data gathering process that
were unknown to the provider. These discoveries sometimes end up changing
how we approached the data mining task. Data preparation and cleaning are
often tedious, uninteresting tasks. However, over the life of a data mining
project, these tasks account for far more time than the taken by applying the
machine learning algorithms.

Benefits of a Standard Data Mining Process Model

Data mining success stories have triggered increased interest within the busi-
ness community, particularly in large corporations with vast stores of data
about their customers and business operations. Their interest appears to be
following a path similar to that of early research in machine learning: the
tendency to view data mining as the isolated application of a data mining



394 17 Data Mining in Business

algorithm to a pre-existing dataset, where the key determinant of success is
selecting (or creating) the “best” model-building algorithm.

As businesses continue to use data mining technology, they are likely to
discover, as experienced practitioners and researchers already have, that:

• There is usually little difference in accuracy between modeling algorithms.
• Availability of useful data, dataset preparation, and user skill are more

important than which algorithm is chosen.
• Model development is more properly viewed as a multistep process, of

which application of the modeling algorithm is only a small part (practi-
tioner’s informal estimates tend to range from about 10% to 30% of the
total effort).

While business customers would eventually learn these lessons through expe-
rience, it is hazardous for the health of the industry to allow this tool-centric
focus to continue. At this early stage, too many disaster stories would be
fatal to the field. Tool vendors have found it effective to sell tools based on
the premise that they are like golden geese – feed data at one end and golden
nuggets of knowledge will magically come out the other. However, when some-
one’s goose produces the wrong kind of nuggets, their first impulse is not to
question whether they are properly skilled in raising golden geese or providing
the right food. They will scream “it’s a hoax – data mining doesn’t work.” If
so, data mining will be discredited like other technologies that were overhyped
and failed to meet the inflated expectations.

For the data mining industry to prosper on a wide scale, it is necessary to
create the perception that “data mining works.” It is fine if the perception is
“data mining works – if done properly.” Of course, then the obvious question
is “how?” For acceptance to spread beyond the “early adopters,” customers
must feel confident that they will know how to manage a data mining project
to ensure success. A major part of the comfort level is to understand what
the stages of a project are, what issues will be need to be dealt with, what
tasks will need to be performed, etc. Having a process model goes a long
way toward creating this initial comfort level. Customers would not feel as
if they are wandering into completely uncharged territory. They realize they
will encounter many difficult situations that will need to be dealt with, but at
least they known what they are likely to encounter. A service provider that
can communicate a convincing process will have a big advantage over one that
cannot.

The existence of a process model is a big improvement over the situation
without one. However, a great deal of confusion will result if a customer is
presented with several different process models. It might be that in reality they
are very similar. However, they might sound quite different to a customer who
is not a data mining expert, and is then presented with the dilemma of trying
to decide if one is better then the other. Faced with such a situation, the
conservative customer may well delay data mining project, preferring to wait
until the picture becomes clearer.
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Contrast this with the situation where nearly even prospective service
provider describes the same, standard, data mining process model. This re-
moves a major obstacle to the decision to do a project. The customer is still
confronted with which service provider to hire. But he/she will no longer need
to get tangled up in confusing arguments about which process models are re-
ally different and which is best. The key issue is that if a sufficient comfort
level is achieved, the customer will be much more willing to proceed with the
project.

Benefits of a Common Process Model

By adopting and promoting a common view of the data mining process, the
data mining community would benefit in a number of ways:

• A standard would increase the comfort level of potential customers of data
mining products and service.

• A greater proportion of efforts would be successful, because they followed
established principles, increasing the perception of data mining as an
effective technology and a high-return investment.

• Projects are more likely to proceed smoothly if all parties understand the
normal course of data mining project.

• A standard process improves communication about data mining topics by
providing a common reference point for customers and clients to compare
products and services.

However, different groups are affected differently by standard model. The ma-
jor communities, and their expected relation to a process model, are discussed
below.

Tool Vendors

For tool vendors the key question is the market’s verdict of the value of data
mining. If the perception is positive, they will buy lots of tools. Of course, some
vendors will succeed more than others. Naturally, the prospective market for
tools is significantly larger if the belief of the market is that data mining can
be successfully performed by less experienced people. However, if the verdict
is that data mining is another overhyped hoax, the market will shrink, and
no one will sell many tools. In this case, tool vendors will suffer the fate of
any company whose habitat disappears: most will become extinct, others will
somehow find a way to adapt to a new environment. The conflict for tool
vendors is that there is a short-term benefit to downplaying the amount of
effort and skill needed to achieve high-quality results.
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Service Providers

Service providers have a different conflict. Certainly, they would benefit if
the perception becomes “Data mining can produce great rewards, but only if
performed by experts who know what they’re doing,” i.e., data mining service
providers. In this situation, a service provider with a high-quality, proprietary
process has a distinct competitive advantage. However, prospective customers
confronted with arguments over conflicting process descriptions might decide
to stay out of the market. Adoption of a common view of the data mining
process should increase the total market for data mining services, though it
might be harder to differentiate offering. In such a world, a propriety process
model could turn from an asset into a liability; prospective customers will
question why your process is different form the industry consensus. It will be
up to the service provider to justify excluding a standard task or to explain
the added benefit of additional tasks.

End Users

Less experienced users would probably be most eager to embrace a process
model, for the guidance it would provide. At first glance, experienced modelers
might view a standard process model as a threat, because it would provide
greater benefit to less experienced practitioners. However, the greater the
demand for data mining services overall, the greater will be the demand for
experts. In addition, the existence of a widely known model should make it
much easier for the analyst to communicate what they are doing to a client.
In addition, the client is much less likely to question about the necessity of
tasks that are described in a standard process.

Business Customers

Probably the most enthusiastic advocates of a standard process model. These
are the poor folks who, despite limited technical understanding of data mining,
must somehow sift through conflicting definitions and marketing claims and
decide how their organization will use data mining. A common version of the
data mining process provides them with a framework for structuring their
projects and for evaluating tool and service offerings.

17.3 Data Mining and Business Intelligence

Data mining is about finding useful patterns in data. This word useful can
be unpacked to expose many of the key properties of successful data mining.

The patterns discovered by data mining are useful because they extend
existing business knowledge in useful ways. But new business knowledge is
not created “in a vacuum”; it builds on existing business knowledge, and this
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existing knowledge is in the mind of the business expert. The business expert
therefore plays a critical role in data mining, both as an essential source
of input (business knowledge) and as the consumer of the results of data
mining.

The business expert not only uses the results of data mining but also
evaluates them, and this evaluation should be a continual source of guidance
for the data mining process. Data mining can reveal patterns in data, but only
the business expert can judge their usefulness. It is important to remember
that the data is not the business, but only a dim reflection of it. This gap,
between the data and the business reality it represents, is called the chasm of
representation to emphasize the effort needed to cross it.

Patterns found in the data may fail to be useful for many different reasons.
They may reflect properties of the data, which do not represent reality at all,
for example when an artifact of data collection, such as the time a snapshot
is taken, distorts its reflection of the business. Alternatively, the patterns
found may be true reflections of the business, but they merely describe the
problem that data mining was intended to solve – for example arriving at the
conclusion that “purchasers of this product have high incomes” in a project to
market the product to a broader range of income groups. Finally, patterns may
be a true and pertinent reflection of the business, but nevertheless merely
repeat “truisms” about the business, already well known to those within it.

It is all too easy for data mining, which is insufficiently informed by busi-
ness knowledge to produce useless results for reasons like the above. To prevent
this, the business expert must be at the very heart of the data mining process,
spotting “false starts” before they consume significant effort. The expert must
either literally “sit with” the data miner, or actually perform the data mining.
In either case, the close involvement of the business expert has far-reaching
consequences for the field of data mining.

Data Mining as a Nontechnical Process

Business experts are seldom also technical experts, and their deep involve-
ment in data mining has a fundamental effect on its character. The process of
data mining is one in which the business expert interprets the data, a simple
extension of ordinary learning by experience. In such a framework, technol-
ogy must as far as possible remain hidden, while revealing the patterns in the
data.

The organizers rightly state that successful business data mining does
not come down to “hot algorithms.” Equally irrelevant to the core process of
data mining are database support, application integration, business templates,
and scalability; data mining tools may usefully have such attributes but they
are essentially technological properties. The business user must be able to
approach data mining as a window on the business and engage with the data
without the distraction of technological detail.
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Data Mining Tools

The requirement of data mining to be accessible to business experts also
shapes the requirements for data mining tools. These end-user-oriented re-
quirements can be described in many different ways, but here we focus on
three key properties: data mining tools must be interactive, incremental, and
iterative.

Interactive: Modern “desktop” applications are highly interactive as a mat-
ter of course, but here we focus on a deeper interpretation of “interactive”: the
user must be enabled to interact with the data, and not just with the technol-
ogy. The user interface of data mining tools should be designed to highlight
the properties of data and play down the details of technology, whether that
technology be database links, efficient indexing, visualization display parame-
ters, or machine learning algorithm.

Incremental: The data mining process is incremental, each successive inves-
tigation builds on the results of the previous one; thus the principle learning
from experience applies not just to the data mining exercise as a whole but
also to each step within it. Data mining tools must be designed to encourage
this re-use of results as the data miner, in a step-by-step manner, builds up a
picture of the patterns in the data. This means that data mining tools must be
highly integrated; query must lead naturally to visualization, visualization to
data transformation and modeling, and modeling to visualization or further
queries. These transitions are merely examples; overall the process must ap-
pear seamless, with the effective methods of investigation at any point being
also the most obvious, and without the intervention of technological barriers
or distraction.

Iterative: Data mining is seldom a simple linear process; successive steps
not only build on one another’s results, but also refine the approach of earlier
steps. For example the results of modeling may show that the data should be
further refined and the modeling repeated, or may point to areas for closer
examination in an earlier data exploration phase. Any result may point to
earlier steps, refining not only the data but also the process itself; each step
also has the potential to open up entirely new avenues of inquiry. It should
be emphasized that the process is not organized into discrete steps concerned
with different types of knowledge; rather the discovery of detailed properties
of the data proceeds alongside a gradual refinement of the business concept
involved, and the unfolding of key patterns to be utilized.

The iterative nature of data mining is apparent at a variety of levels.
For example at the detailed level, a modeling process may be repeated many
items (and gradually transformed), for example in the space of a day. Many
models are built over this time, and each contributes a small “nugget” of
knowledge to the overall process, we might call these “throw-away” models –
they are formed to be read, digested, and then thrown away. At the overall
project level, the data mining process is also iterative, and should for a project
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of significant duration contain “planned in” iterations for the production of
improved models or other results.

Data mining tools must be designed to support this iterative property of
the data mining process. The requirements here are similar but not identical
to those relating to the “incremental” property. Data mining operations, once
configured, must not be “set in stone” – they should be designed to be refined
in the light of subsequent events.

17.4 Data Mining in Business - Case Studies

Case Study 1 – An Overview of Data mining at Dun & Bradstreet
(D&B): This case study is taken from Data Intelligence Group (DIG), D&B,
1995.

Executive Summary

Data mining, the extraction of hidden predictive information from large data-
bases, is a powerful new technology with great potential to help (D&B) “pre-
emptively define the information market of tomorrow.” Data mining tools
predict future trends and behaviors, allowing businesses to make proactive,
knowledge-driven decisions. The automated, prospective analyses offered by
data mining move beyond the analyses of past events provided by retrospec-
tive tools. Data mining answers business questions that traditionally were time
consuming to resolve. Data mining tools scour databases for hidden patterns,
finding predictive information that experts may miss because it lies outside
their expectations.

D&B companies already know how to collect and refine massive quantities
of data to deliver relevant and actionable business information. In this sense,
D&B has been “mining” data for years. Today, some D&B units are already
using data mining technology to deliver new kinds of answers that rank high
in the business value chain because they directly fuel return-on-investment
decisions.

Data mining techniques can be implemented rapidly on existing software
and hardware platforms across D&B to enhance the value of existing resources,
and can be integrated with new products and systems as they are brought
on-line. When implemented on high-performance client-server or parallel
processing computers, data mining tools can analyze massive databases while
a customer or analyst takes a coffee break, then deliver answers to questions
such as, “Which clients are most likely to respond to the next promotional
mailing, and why?”

In the D&B units DIG surveyed, we found strong interest and a wide
range of activities and research in data mining. Groups are engaged in data
mining to varying degrees, from experimentation by individual analysts to
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the deployment of completed projects. We also found a wealth of potential
business opportunities that could open up through data mining technology.

The breadth of D&B’s collected data places the company in a unique
position to take advantage of the fact that data mining tools produce better
results with larger, broader databases. By integrating data mining into its
products and services, D&B can leverage its exiting resources to achieve new
revenue.

A Strategic opportunity for D&B

D&B units are connected through the common goal of delivering integrated,
global solutions to support business decisions. In accomplishing this goal
across a broad spectrum of markets, D&B units face similar market pres-
sures and opportunities. For example, customers urgently require tools to
help them keep pace with accelerating growth in the size and complexity of
business data. At the same time, customers demand ever more timely, sophis-
ticated, and widely integrated data analyses.

D&B units work hard today to maintain their leadership against a growing
competitive threat from other vendors. These vendors have often aggressively
exploited new technology to capture market advantage. While D&B units
have responded successfully to these competitive challenges in the past, the
question remains: What new technology is becoming available today the D&B
can leverage proactively?

Data mining is such a technology. D&B is in a unique position to take
the lead in delivering the benefits of data mining technology to customers.
The company has a wealth of data unrivaled in its breadth and depth,
and the understanding of the relevant markets that is necessary to bring this
technology to customers successfully. D&B units are engaged in markets where
data mining can have significant impact. These markets use large databases
and need the power of data mining to achieve a better understanding of their
data.

The Scope of Data Mining

Data mining derives its name from the similarities between searching for valu-
able business information in a large database – for example, finding linked
products in Nielsen’s gigabytes of store scanner data – and mining a moun-
tain for a vein of valuable ore. Both processes require either sifting through an
immense amount of material, or intelligently probing it to find exactly where
the value resides.

Given databases of sufficient size and quality, data mining technology can
generate new business opportunities by providing these capabilities:

• Automatic prediction of trends and behaviors. Data mining auto-
mates the process of finding predictive information in large databases.
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Questions that traditionally required extensive hands-on analysis can now
be answered directly from the data – quickly. A typical example of a pre-
dictive problem is targeted marketing. Data mining uses data on past pro-
motional mailings to identify the targets most likely to maximize return
on investment in future mailings. Other predictive problems include fore-
casting bankruptcy and other forms of default, and identifying segments
of a population likely to respond similarly to given events.

• Automatic discovery of previously unknown patterns. Data mining
tools sweep through databases and identify previously hidden patterns in
one step. An example of pattern discovery is the analysis of retail sales data
to identify seemingly unrelated products that are often purchased together.
Other pattern discovery problems include detecting fraudulent credit card
transaction and identifying anomalous data that could represent data entry
keying errors.

Data mining techniques can yield the benefits of automation when imple-
mented on existing software and hardware platforms at D&B, and can be
implemented on new systems, as existing platforms are upgraded and new
products developed. When data mining tools are implemented on high-
performance parallel processing systems, they can analyze massive databases
in minutes. Faster processing means that users can automatically experiment
with more models to understand complex data. High speed makes it practical
for users to analyze huge quantities of data. Larger databases, in turn, yield
improved predictions. Databases can be larger in two senses:

• Higher dimensionality. In hands-on analyses, analysts must often limit
the number of variables they examine because of time constraints. Yet
variables that are discarded because they seem unimportant may carry in-
formation about unknown patterns. High-performance data mining allows
users to explore the full dimensionality of a database, without pre selecting
a subset of variables.

• Larger samples. Larger samples yield lower estimation errors and vari-
ance, and allow users to make inferences about small segments of a popu-
lation.

A recent Gartner Group Advanced Technology Research Note listed data min-
ing and artificial intelligence at the top of the five key technology areas that
“will clearly have a major impact across a wise range of industries within the
next three to five years.” Gartner also listed parallel architectures and data
mining as two of the top ten new technologies in which companies will in-
vest during the next five years. According to a recent Gartner HPC Research
Note, “With the rapid advance in data capture, transmission and storage,
large-systems users will increasingly need to implement new and innovative
ways to mine the after-market value of their vast stores of detail data, em-
ploying MPP [massively parallel processing] systems to create new sources of
business advantage (0.9 probability)”.
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At D&B, data mining technology provides a basis for new products and
for enhancements to existing offerings. For example, at DBIS, data mining
tools can be used to automate more elements of the process of building risk
models for a variety of markets. Data mining can present a Nielsen customer
with the top ten most significant new buying patterns each week, or present
an IMS customer with patterns of sales calls and marketing promotions that
have significant impact within certain market niches.

The most commonly used techniques in data mining are:

• Artificial neural networks: Nonlinear predictive models that learn
through training and resemble biological neural networks in structure.

• Decision trees: Tree-shaped structures that represent sets of decisions.
These decisions generate rules for the classification of a dataset. Specific
decision tree methods include classification and regression trees [CART]
and chi square automatic interaction detection (CHAID).

• Genetic algorithms: Optimization techniques that use processes such
as genetic combination, mutation, and natural selection in a design based
on the concepts of evolution.

• Nearest neighbor method: A technique that classifies each record in
a dataset based on a combination of the classes of the k record(s) most
similar to it in a historical dataset (where k > 1). Sometimes called the
k-nearest neighbor technique.

• Rule induction: The extraction of useful if-then rules from data based
on statistical significance.

• Data Visualization: The visual interpretation of complex relationships
in multidimensional data.

Many of these technologies have been in use for more than a decade in spe-
cialized analysis tools that work with relatively small volumes of data. These
capabilities are now evolving to integrate directly with industry-standard data
warehouse and OLAP platforms.

The Foundations of Data Mining

Data mining techniques are the result of a long process of research and product
development. This evolution began when business data was first stored on
computers, continued with improvements in data access, and more recently,
generated technologies that allow users to navigate through their data in real
time. Data mining takes this evolutionary process beyond retrospective data
access and navigation to prospective and proactive information delivery.

Data mining is ready for application in the business community because
it is supported by three technologies that are now sufficiently mature:

Massive data collection and storage
Powerful multiprocessor computers
Data mining algorithms
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Commercial databases are growing at unprecedented rates. The accompanying
need for improved computational engines can now be met in a cost-effective
manner with parallel multiprocessor computer technology. Data mining algo-
rithms embody techniques that have existed for at least ten years, but have
only recently been implemented as mature, reliable, understandable tools that
consistently outperform older statistical methods.

In the evolution from business data to business information, each new step
has built upon the previous ones. For example, dynamic data access is critical
for drill-through in data navigation applications, and the ability to store large
databases is critical to data mining.

This survey of a limited number of D&B units points to quantifiable busi-
ness benefits achievable through the integration of data mining technology
with D&B products and services. Data mining is a powerful technology with
great potential for adding value to the offerings of D&B units. D&B is in
a remarkable position to take advantage of this technology: it has the data,
and it has the infrastructure to support units in collaborating to solve shared
problems.

Case Study 2: Success of Data Mining in Business-Data Cruncher
Design Aspects - This case study is taken from Data Mind Corporation,
San Mateo, CA.
Awesome data mining tools, fantastic algorithms, rapidly converging neural
networks, highly accurate classification methods, clustering methodologies,
etc. are neat and useful tools for the knowledge discovery professional, but
they are far from demonstrating significant value to the business person. The
key to commercial success of data mining lies in providing true value to the
businessperson in a form that can be used and understood by the business
community. We present here several of the most important aspects of how the
data cruncher was designed to accomplish the business users goals.

Recognize who the customer is

To be commercially successful the first thing to realize is that the customer
is not the fellow scientist. The customer is not the statistical analyst and the
customer is not the mathematician. Sure, we can sell tools to all of them, but
in order to be a commercial success we have to sell to the businessperson.
Then we need to realize that business people spend their money in tools that
help to solve specific business problems. So the tools need to demonstrate that
they are useful in business situations and that they have a visible impact in
the business.

Speak Business

The tools have to make themselves comprehensible to the business users.
The language used has to be simple and business oriented. Results should
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be explained in terms that are comprehensible to the business user. It is
important to note that this is not just replacing a statistical concept by the
English sentence that describes it. Rather it is realizing the communication
with the user in the terms and concepts that are familiar to the user.

Task and Goal Oriented

The business user does not want to create a neural network, a decision tree,
or an agent network. The user wants to solve a specific problem, to find a
specific answer. The user wants to know into what segments it makes sense to
divide the customers. The user wants to know what customers are most likely
to churn. The user want to know how likely a specific customer will respond
to a product being currently promoted.

The “data mining tools” user interface should reflect the problems that
the user is trying to solve. The specific approach used in the data cruncher to
attack this issue is the concept of assistants. Assistants somewhat resemble
wizards in the sense that they guide the user through a set of steps, but
they are more complete than wizards. They provide random access to the
steps and they follow the user through the whole process, always being there,
accessible, and well documented. They guide the user through the mining
process. The assistants also allow the user to step outside the assistant and
do things using the full flexibility of the tools when necessary, and then go
back to the assistant. The data cruncher assistants are customizable to many
different business situations through the use of a scripting language.

Bridge the gap between analysis and deployment

Data mining models are developed for a purpose. The data mining tools should
help in allowing the user to apply the model to its purpose. For example, if
the model is developed with the goal of identifying the best customers for a
mailing campaign, then the model should be available where the mailing lit is
built. Approaches to solve this issue include providing APIs that enable other
applications to make use of the model or adding capabilities to build a mailing
list to the data mining tool itself, or integrating the data mining pieces into
a mailing list generation.

Another approach is to provide access to the data mining models through
a service-oriented interface, where the models are published to a centralized
server and then can be used by any application wanting to evaluate specific
models against specific records. For example, several models maybe built to
determine customer segmentation, likelihood to churn, customer value, cross-
selling opportunities, etc. Then these models can be made available through
the server and any number of applications can apply the models to different
customers by sending the appropriate messages to the server. For example, a
mailing list building application may consult a model to score the likelihood
of the customers to respond to the mailer.
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Combine explicit with implicit knowledge

An important aspect of bridging the deployment gap is to understand that
data mining models alone cannot take decisions. The models represent the
implicit or learned knowledge. Model results have to be filtered through busi-
ness rules – which represents the explicit knowledge – before they are put
to work. These business rules may contain overrides, additional targeting cri-
teria, geographic or time restriction, etc. For example, a company that sells
video cassettes may want to avoid offering a rated R film to a customer who
is a minor, even if the cross selling model says that the customer’s profile
indicates that this is a good title to offer. Another example maybe targeting
a churn avoidance campaign to the residents of California, in this case even if
the data mining model may indicate that a customer is about to churn, the
offer should not be made because the customer does not live in California.

An additional advantage of having business rules combined with the data
mining models is that the same rules and models can be used at the many
different points where a decision is made. For example, a marketing campaign
targeted at attracting new customers may use several models, like customer
segmentation, value, and likelihood to accept the offer, combined with some
business logic maybe used to decide whether the offer should be made. If these
models are deployed to a central server together with the business logic, then
the same selection criteria can be used at the many points of contact between
the company and the customer. For example, the company’s call center, the
mailing of the next bill, or the customer’s visit to the company’s Web pages.

Make it responsive and easy to change

Business situations change very rapidly. It is very important for the business
user to react quickly to changing business conditions. In today’s competitive
world it is not acceptable to have the answer to a question be delivered three
months after it was asked. For example, a marketing person developing a
promotion maybe interested in modeling the customer’s behavior to finetune
the targeting. It is important for this model to be available very soon. In
addition, the whole package that includes the several data mining models and
business logic should be readily available and easy to modify to adapt to the
necessary changes in the promotion.

Decision Delivery Systems

Decision delivery systems are designed as a vehicle for bringing decisions to
different applications. These systems can typically combine the results of dif-
ferent data mining models with business logic to generate the decisions. As a
centralized facility they provide a focused point for the deployment of mod-
els and knowledge, helping bridge the gap between the development of useful
data mining models and putting them to work.
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Business Applications- Overview

Many businesses are interested in data mining because of the falling cost of
data storage, the increasing ease of collecting data over networks, and the
immense computational power available at low prices. The development of ro-
bust and efficient data mining algorithms has caused most businesses to create
huge databases containing as much information about their activities as pos-
sible. Already available on the market are generic multitask data mining tools
to perform a variety of discovery operations. Examples include Clementine,
IMACS, MLC++, MOBAL, and Recon.

Making data mining programs useful to businesses requires several ele-
ments. First, the problem needs to be started in the business users’ terms,
including viewing the data in a business model perspective. Second, the pro-
gram needs to support specific key business analyses such as segmentation,
which is very important in marketing application. Third, the results of the
data mining need to be presented in a form geared to the business problem
being solved. Finally, there has to be a support for protracted data mining
on an increasing data set, since business databases are continually growing to
store increasing numbers of business transactions.

Data mining applications have been developed for a variety of businesses,
including marketing, finance, banking, manufacturing, and telecommunica-
tions. Data mining in marketing falls into the broad area called database
marketing. It consists of analysis of consumer databases to select the best
potential customers for a particular product. Business Weekly estimated that
more than 50% of all U.S. retailers use or plan to use database marketing.
American Express has had good results from database marketing, experienc-
ing a 10% to 15% increase in credit card use.

The BBC of the U.K. hired Integral Solutions Ltd. developed a system for
predicting the size of television audiences. Integral Solutions Ltd program used
neural networks and rule induction to determine the factors playing the most
important roles in relating the size of a program’s audience to its scheduling
slot. The final version performed as well as human experts but adapted more
quickly to changes because it was constantly retrained with current data.

Early developments in data mining included Cover story and Spotlight,
programs that analyzed supermarket sales data and generated reports on the
most significant changes in volume and share broken down by region, product
type, and other qualities. Causal factors like price changes and distribution
channels were analyzed and related to changes in volume and share. Spot-
light later grew into the opportunity explorer system, which includes support
for sales representatives of consumer packaged-goods companies to examine
their business with individual retailers. This is accomplished by creating pre-
sentations showing the advantages of stocking additional products or having
special promotions. It even generates interactive reports using hyperlinks for
easy navigation.
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The Management Discovery Tool (MDT) developed by AT&T and NCR
Corporation, incorporates a set of business rules so that users can easily set
up monitors for detecting significant changes in important business indica-
tors. MDT also allows automatic HTML report generation, making it easier
for users to understand the causes of changes while allowing deeper analysis
through point and click links. To appeal more to mainstream business users,
MDT provides a limited set of analysis types, including summarization, trend
analysis, change analysis, and measure and segment comparison.

The Fidelity Stock Selector fund uses a neural network data mining system
to select investments. It performed quite well in the stock market overall. A
human fund manager evaluates the output of the system before the action
is taken however, so it is not ascertainable how to divide the credit between
human and machine.

A data mining system developed by Carlberg & Associates using neural
networks was used to predict the Standard & Poor’s 500 index. It incorpo-
rated interest rates, earnings, dividends, the dollar index, and oil prices in
its analysis. The system was amazingly successful, accounting for 96% of the
variation in the Index from 1986 to 1995.

The Clone detector system developed by GTE Corporation uses customer
profiles to detect cellular cloning fraud. If a particular user suddenly starts
calling in an unusual way, the Clone detector automatically informs GTE
security. A similar system was developed by AT&T to detect international
calling fraud, but that system is much more interactive with and reliant upon
human operators.

AcknoSoft developed a data mining program called CASSIOPEE for Gen-
eral Electric and SNECMA. CASSIOPEE is being used by three European
airlines to diagnose and predict technical problems in Boeing 737 aircraft.
Clustering methods are used to derive families of faults.

Not All In the Data

This case study is taken from QuadStone Ltd, Edinburgh, Scotland. Whatever
be the various competing definitions of “data mining” used, it is clear that it
has something to do with finding patterns in data. There would also probably
be fairly broad agreement where desirable properties of patterns found would
include

• Meaningful
• Comprehensible
• Expressible
• Actionable

It is important to distinguish between various different kinds of information
that can be relevant to data mining. Perhaps the most important of these
might be classed as:
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1. Information contained in the dataset being mined in a form that is rea-
sonably accessible to automatic pattern detection, whether with tradi-
tional statistical methods, machine learning methods, or other automated
procedures (e.g., a strong, meaningful correlation between one or more
“independent” variables that exist as fields in the data and a dependent
variable being modeled that also exists as a field in the data);

2. Information that is expressed by automated data mining but is in a form
that is not readily available for exploitation by automated data mining
methods (e.g., a relationship between the ratio of two obscure customer
aggregates that could be derived from a transaction stream and an out-
come of interest in a customer table, such as a fraud tag);

3. Patterns that exist in the dataset being mined in a form that is accessible
to automated mining, but are either incorrect, open to misinterpretation,
or in some other way misleading (e.g., a strong but spurious correlation
between a variable that is thought to be independent of an outcome of
interest, but which is in fact causally dependent on the outcome);

4. Information that is not expressed in the data set being mined at all, but is
either essential or highly relevant to producing and understanding mean-
ingful patterns in the data (e.g., information about competitor activity,
which is hard to capture in an analysis dataset, or knowledge that the ba-
sis of aggregation for a particular quantity in the dataset changed on some
data during an observation window, giving rise to apparently changed be-
havior, when in fact number real behavioral change occurred).

This states that the consequences of the existence of these four kinds of in-
formation have direct and concrete implications for the construction of useful
data mining tools, and that while most current tools concentrate strongly on
information of the type that we listed above, most of the business value is
likely to be lost if types 2–4 cannot be handled. This section states that

• Useful data mining tools must allow users to look at the raw data in
powerful ways to allow the business analyst the opportunity to understand
the data and spot deficiencies.

• Useful data mining tools must allow that business analyst to manipulate
and preprocess the data in powerful ways to expose patterns that may
otherwise be inaccessible to the mining methods available

• Useful data mining tools must express patterns found in ways that are
comprehensible to the business analyst to reduce the likelihood of produc-
ing statistically sound patterns in the data that in reality are meaningless,
false, or require careful interpretation.

• Useful data mining tools must allow the business analyst a variety of meth-
ods for controlling the mining process to allow information not present in
the data either to be incorporated in the mining or to influence the mining
in ways to compensate for the lack of information in the data.
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• Useful data mining tools must express patterns in ways that maximize
their action ability, if analysis is to be of practical business value, rather
than just a source of “did you know. . . ?” statements.

The above suggests that a useful data mining tool should aim, first and fore-
most, to empower the business analyst to explore and understand the dataset
in relation to his/her own knowledge, rather than aiming to replace the analyst
with some automated data discovery algorithm. Such a tool would necessarily
provide an integrated set of functionality to facilitate the full range of activ-
ities necessary in a meaningful analysis, with an emphasis on interactivity,
visualization, and flexibility. These characteristics are at least as important
in determining the utility and power of data mining package as the selection
of a suitable set of methods from the ever-growing plethora of automated
classification, discrimination, and clustering algorithms.

Summary

We contend that data mining techniques should be evaluated according to the
business task. This requires knowledge of the business process and interaction
with the end users. Although most traditional evaluation has held time con-
stant, the time variable cannot be forgotten when data mining software is put
into the business process. The learned models can be evaluated and compared
along the time dimension. By understanding the characteristics of the learned
models, developers as well as end users can make more informed decisions.

The data mining process must be driven by those with expert knowledge
of the domain. This has many implications for the process and for the tools,
which support it: the process must be thoroughly domain oriented rather than
technically oriented, and the tools must support an interactive, incremental,
and iterative style of work. Data mining, because of its interactivity and do-
main orientation, has sometimes been described as a “hunch machine.” The
key to commercial success in data mining is hunching, not crunching.

Review Questions

1. Explain how data mining is used for business problems.
2. What are the benefits of a standard and common data mining process

model?
3. Describe data mining and business knowledge strategy.
4. Explain the success of data mining in business with a case study.
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Data Mining in Sales Marketing and Finance

Objectives:

• Data mining enables companies to identify trends within the data ware-
house.

• The recent advances in technology have enabled companies to couple these
technologies (data mining and campaign management) more tightly, with
the following benefits: increased speed with which they can plan and exe-
cute marketing campaigns, increased accuracy and response rates of cam-
paigns, and higher overall marketing return on investment.

• The key to making a successful data mining software product is to em-
brace the business problems that the technology is meant to solve, not to
incorporate the hottest technology.

• Intelligent information agents scan the Internet for relevant information
and aggregate it into an information service to automate the process of
monitoring and aggregate relevant online sources and capturing significant
content for decision makers.

• The concept of a sector-oriented agent-based online information system is
formed, which focuses on the external information needs of enterprises in
individual sectors.

• Data mining helps the company to understand the patterns behind past
purchase transactions, thereby helping in the design and launch of new
offerings, in an expeditious and cost-effective manner.

• “Market basket” analysis is formed that suits the application of affinity
rules to analyzing consumer purchases.

• Data mining applied in finance supports financial asset management and
risk management. Its use in computational finance will have a major im-
pact in the modeling of currency markets, in tactical asset allocation, bond
and stock valuation, and portfolio optimization.

• Financial data collected in the banking and financial industries is often rel-
atively complete, reliable, and of high quality, which facilitates systematic
data analysis and data mining.

S. Sumathi and S.N. Sivanandam: Data Mining in Sales Marketing and Finance, Studies in

Computational Intelligence (SCI) 29, 411–438 (2006)
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Abstract. The data mining applications in various fields like sales database market-
ing, integrating customer value and campaign management software, and financial
data analysis are described in this chapter.

The popular types of applications that leverage companies’ investments in data
warehousing are data mining and campaign management software. Data mining and
campaign management have been successfully deployed by hundreds of Fortune 1000
companies around the world, with impressive results. But recent advances in tech-
nology have enabled companies to couple these technologies more tightly, with the
following benefits: increased speed with which they can plan and execute marketing
campaigns, increased accuracy and response rates of campaigns, and higher overall
marketing return on investment.

The data mining process results in the creation of a model. A model embodies
the discovered patterns and can be used to make predictions for records for which
the true behavior is unknown. These predictions, usually called scores, are numerical
values that are assigned to each record in the database and indicate the likelihood
that the customer will exhibit a particular behavior. These numerical values are
used to select the most appropriate prospects for a targeted marketing campaign.
Campaign management software enables companies to deliver to customers and
prospects timely, pertinent, and coordinated offers, and also manages and monitors
customer communications across all channels.

The market for data mining will be billions of dollars by the turn of the century.
Unfortunately, much of what is now considered data mining will be irrelevant, since
it is disconnected from the business world. In general, marketing analysts predic-
tions that the technology of data mining will be very relevant to businesses in the
future are correct. The key to making a successful data mining software product
is to embrace the business problems that the technology is meant to solve, not to
incorporate the hottest technology. In Section. 18.2 we address some of the issues
related to the development of data mining technology as it relates to business users.

Information agent technology is an approach, which is used to present to
improve the worse situations occurring. Section 18.3 introduces the concept of a
sector-oriented agent-based online information system that focuses on the external
information needs of enterprises in individual sectors of the agrifood industry.

Data mining software can help find the “high-profit” gems buried in mountains of
information. However, merely identifying the best prospects is not enough to improve
customer value. We must somehow fit the data mining results into the execution
of marketing campaigns that enhance the profitability of customer relationships.
Unfortunately, data mining and campaign management technologies have followed
separate paths – until now. The organization stands to gain a competitive edge by
understanding and utilizing this new union. Section 18.4 describes how we can profit
from the integration of data mining and campaign management technologies.

Section 18.5 discusses some of the problems of the consumer package goods in-
dustry, a case study of some of the challengers presented to data miners within this
industry, and critiques current knowledge discovery research in these areas.

Data mining is being increasingly applied in finance, especially to support fi-
nancial asset management and risk management. It is considered by many financial
management institutions as an innovative technology to support conventional quan-
titative techniques. Its use in computational finance will have a major impact in the
modeling of currency markets, in tactical asset allocation, bond and stock valuation,
and portfolio optimization. In addition the application of data mining for scoring
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tasks delivers valuable support for the management of client credit risk and fraud
detection. The last subsection of this chapter discusses how data mining is applied
for financial data analysis

18.1 Data Mining can Bring Pinpoint Accuracy to Sales

Data warehousing – the practice of creating huge, central stores of customer
data that can be used throughout the enterprise – is becoming more and more
commonplace. But data warehouses are useless if companies do not have the
proper applications for accessing and using the data.

Two popular types of applications that leverage companies’ investments in
data warehousing are data mining and campaign management software. Data
mining enables companies to identify trends within the data warehouse (such
as “families with teenagers are likely to have two phone lines,” in the case of
a telephone company’s data). Campaign management software enables them
to leverage these trends via highly targeted and automated direct marketing
campaigns (such as a telemarketing campaign intended to sell second phone
lines to families with teenagers).

Data mining automates the detection of patterns in a database and helps
marketing professionals improve their understanding of customer behavior,
and then predict behavior. For example, a pattern might indicate that mar-
ried males with children are twice as likely to drive a particular sports car
than married males with no children. A marketing manager for an auto man-
ufacturer might find this somewhat surprising pattern quite valuable.

The data mining process can model virtually any customer activity. The
key is to find patterns relevant to current business problems. Typical patterns
that data mining uncovers include those customers who are most likely to
drop a service, who are likely to purchase merchandise or services, and who
are most likely to respond to a particular offer.

Unfortunately, for most companies today, the use of data mining models
within campaign management is a manual, time-intensive process. When a
marketer wants to run a campaign based on model scores, he or she has to
call a modeler (usually a statistician) to have a model run against a database
so that a score file can be created. The marketer then has to solicit the help of
an IT staffer to merge the scores with the marketing database. This disjointed
process is fraught with problems and errors and can take weeks. Often, by
the time the models are integrated with the database, either the models are
outdated or the campaign opportunity has passed.

The solution is the tight integration of data mining and campaign man-
agement technologies. Under this scenario, marketers can invoke statistical
models from within the campaign management application, score customer
segments on the fly, and quickly create campaigns targeted to customer seg-
ments offering the greatest potential. Here is how it works:
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Step 1: Creating the Model

A modeler creates a predictive model using the data mining application. He or
she then exports the model to a campaign management application, possibly
by simply by dragging and dropping the data from one application to the
other. This process of exporting a model tells the campaign management
software that the model exists and is available for later use.

Step 2: Dynamically Scoring the Data

Once a model has been put into the campaign management system, marketers
can then reference the model’s score just as they would reference any other
piece of data. Records can be selected based on the score, in conjunction with
other characteristics in the data. When the campaign is run, the records in
the database are scored dynamically using the model.

Dynamic scoring avoids manual integration of scores with the database
and eliminates the need to score an entire database. Instead, dynamic scoring
marks only relevant customer subsets and only when needed. This shrinks
marketing cycle times and assures fresh, up-to-date results. Once a model is
in the campaign management system, the user can start to build marketing
campaigns based upon it simply by choosing it from a menu of options.

Any company that is creating or has created a data warehouse should
be considering the use of integrated data mining and campaign management
applications, which unlock the data and put it to use. By discovering customer
behavior patterns and then acting upon them quickly, companies can stave
off competition; and increase customer retention, cross selling and up-selling,
all of which ultimately contribute to higher overall revenues.

18.2 From Data Mining to Database Marketing

18.2.1 Data Mining vs. Database Marketing

The current state-of-the-art analysis of databases is done by high-tech ana-
lysts (typically statisticians) using sophisticated tools, e.g., SAS or S-Plus.
In essence these analysts are manual data miners. In contrast, data mining
software technology promises to automate that analysis, allowing business
users (who do not have a Ph.D. in statistics) to develop a more accurate and
sophisticated understanding of their data.

Before we go any further, it is probably a good idea to discuss the ter-
minology found in much of the data mining literature. There seems to be a
multitude of terms related to the process of analyzing information contained
in a database: data mining, database mining, and database marketing. Is there
a difference between these terms?

Let us start with the technology. The technology is data mining. Data min-
ing is, in some ways, an extension of statistics, with a few artificial intelligence
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and machine learning twists thrown in. Like statistics, data mining is not a
business solution – it is just the underlying technology. Statistics does not by
itself solve business problems. Unfortunately, data mining is being touted as
a business solution when it is simply the base technology upon which business
solutions might be built.

Database mining, which incorporates the ability to access directly data
stored in a database, is one step beyond the core technology of data mining.
The distinction (database rather than data) might seem to be a trivial im-
provement, but like most transitions from technology to solutions it requires
a major leap for developers. For example, at a recent data mining conference,
only one presenter discussed how their work interacted with a database. All
the other presenters assumed that the data was available in flat files or that
any interaction with a database was so irrelevant as to be not worth mention-
ing. However, anyone familiar with commercial information processing knows
the critical impact of interacting with data stored in relational databases
(RDBMS).

Database marketing, on the other hand, supports a variety of business
processes. It involves transforming a database into business decisions. For
example, consider a catalog retailer who needs to decide who to send a new
catalog to. The information incorporated into the database marketing process
is the historical database of previous mailings and the features associated with
the (potential) customers, such as age, zip code, their response in the past, etc.
The database marking software would use this information to build a model
of customer behavior that would generate a mailing list of customers most
likely to respond to the new catalog. In the end, any models of the database
the data mining software might create are irrelevant – what matters is the list
of potential customers who receive the catalog and the accuracy of the list.

18.2.2 What Exactly is Data Mining?

OK, now we know that data mining, the technology, is not the solution to
our problems. But what is the technology? How does it differ from statistics
and other time-proven techniques? And what is the end product from the
technology? In a field filled with hype, the answers to these questions can
often be vague or misleading. In this section we ground some expectations.

The phrase discover interesting patterns often comes up during discussions
of data mining. A pretty vague statement since “interesting” usually depends
on a specific vertical market and “pattern” is irrelevant without some specific
of business problem. For most problems, a pattern is some set of measurable
characteristics that can be correlated with some other characteristic. For ex-
ample, a pattern that might be discovered by a data mining application could
be something like this: if the age is between 16 and 20 and the zip code is
90210, then one probably drives a car costing greater than $50,000. What this
pattern does not say is everyone matching this pattern must drive an expensive
car. Usually a pattern is associated with an “accuracy,” which specifies the
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percentage of pattern matches where the correlated characteristic is correct.
As far as “interesting” is concerned that would depend on the business prob-
lem. If we are trying to market luxury products, this sort of pattern might
very well be interesting. But if we are trying to predict medical insurance
fraud, this pattern is unlikely to be useful, and therefore uninteresting.

Coverage is also an important concept. In the previous example, the dis-
covered pattern only applies to some fraction of people living in one zip code.
If the business is national, a pattern that includes only one zip code is not
enough. In that case the database marketing system would need to discover
many more patterns. Coverage relates the total number of possible pattern
matches to the number of records that do match some pattern for a desired
characteristic. If a collection of patterns matches all records with the desired
characteristic, the coverage is 100%. The tradeoff is between accuracy and
coverage. A pattern that matches everyone in the US would naturally match
all people who buy luxury cars. The pattern would have 100% coverage but
very low accuracy.

Another word that often shows up in data mining is “model.” A model
is simply a collection of patterns for some desired characteristic (models usu-
ally come in a form more complicated than a simple list of characteristics to
match). For example, one common model is known as ARMA (autoregressive
moving average). Recently neural network and other models based on biolog-
ical concepts have come into vogue. There are lots of model types out there,
but in the end they are irrelevant to the business problem. A model should
never be confused with a solution.

Given that the model and the business solution are two different things,
how can a model be turned into a business solution? To start, there are some
things that apply to nearly all database marketing applications. For instance,
actionable characteristics, those characteristics that the business has some
control over, are usually more important than those that are nonactionable.
An example of an actionable characteristic is whether or not someone is sent
a catalog. A nonactionable characteristic might be the amount of their last
order. A business can decide to send or not send a catalog but it cannot
control the amount of a customer’s last order. This is especially important
when targeting new customers. A pattern that says, “If someone is sent a
catalog with a 10% off coupon, they will order $100 worth of merchandise”
is much more useful than the pattern “if someone ordered $100 before, they
will order $100 again.” In the first case the catalog retailer can take action to
target potential customers while in the second they must simply wait for the
order to come in.

18.2.3 Who is Developing the Technology?

Researchers, primarily in the fields of computer science and statistics, have
been responsible for the development of most of the data mining technol-
ogy currently available. From a business standpoint, this has been a problem
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since (academic) researchers are good at developing and evaluating data min-
ing technologies, but they tend to get caught up in minute details of the
technology. They are not interested (nor, should they be) in the fact that
the core technology is only a small part of delivering a business solution, and
that compromise must be made in order to deliver a usable piece of software.
Another group of data mining researchers are who we call downsized data
miners. These are people, primarily with research backgrounds, who worked
on data mining research until cutbacks and company downsizing forced them
into product development. When downsized data miners develop software,
the end product is usually a complex tool (as opposed to a problem-solving
application) or intermediate software product. Lately some downsized data
miners have claimed that they will be deploying business solutions; however
most software is currently in some form of pre-release (beta, alpha, even preal-
pha!). These complex data mining tools compete with other high-end analysis
tools (e.g., SAS or S-Plus) that require users to have sophisticated skills.
Ultimately very few of these researchers will directly impact the development
of database marketing as a business solution.

On the other side of the coin the researchers are the developers who are
trying to create database marketing software applications for business users.
Unlike data mining tools, these applications do not require users to know
how to set up statistical experiments or build data models. The developers of
database marketing applications start with the business problems and try to
determine if some piece of data mining technology might be useful in solving
the problem. The technology associated with a data mining software applica-
tion, just one small part of the overall product, will be built using techniques
developed by researchers. Although current software products could be more
sophisticated, the future for these software companies is the future of data
mining.

18.2.4 Turning Business Problems into Business Solutions

The technology commonly referred to, as data mining, already exists in at least
cursory form. Unfortunately, for business users, the data mining community is
currently focusing on refining the technology, without attempting to validate
it in business applications. From a practical standpoint, who cares if some
algorithm is a 5% improvement over the best data mining technique if it only
works from a command line interface on some supercomputer? If it is not
easily usable, it is irrelevant to most users.

To deliver data mining technology into the hands of business users, sev-
eral changes from the current state of the technology will be required. These
changes can be broken down into three key areas:

• A built-in understanding of business problems
• Ease of use (a.k.a. executive level)
• Integration with relational database products
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The first point is the most important. A database marketing software
product will not succeed if it does not start with an understanding of real-
world business problems. Ultimately the transition between model and busi-
ness solution will require a thorough understanding of the marketplace to
formulate the problem in a way that will affect a business. The ability of a
database marketing application to make use of this information will determine
if it is truly useful to a business. Therefore, industry-specific value-added solu-
tion providers will probably have an important place in the field of database
marketing. They should be able to contribute vertical market-specific tem-
plates and metadata that will guide the database mining technology toward
solutions to the business problems.

Once the business problem has been taken into consideration, the process
and results need to be conveyed to the businessperson who needs to make a
decision. It cannot be assumed that the person who makes the decision will
understand how to work with a neural network model or how to interpret
the results from such a model. User-friendly graphical user interfaces (GUIs)
are a necessity. These GUIs must integrate smoothly into the business user’s
overall decision support (DSS) application environment. This environment
is usually client/server, with a PC running Windows as the preferred client
platform. Technologically related input parameters must be avoided at all
costs. A decision tree database mining application should not require the user
to specify search width, search depth, amount of training records, etc. The user
will not understand what these terms mean, let alone know what to provide
as input values. Instead the user should be asked for things related to his or
her world. How much time can the process take? How much “effort” should
be dedicated to the problem? The application will need to translate between
the user-specified parameters and the parameters required by the technology.
A feedback process by which the application provides the user information
related to their input parameters would be very useful. For example, the
system might tell the user that when the “effort” knob is set to 5, the process
will take about three hours and will look at 40% of the database. By increasing
the setting to 7, the time might increase to five hours but 75% of the database
will be analyzed. Such tradeoffs are within the scope of knowledge of business
users.

Finally, database marketing applications must be smoothly integrated with
standard relational database products. Business users do not want to deal
with dumping an RDBMS as a flat file or translating between different data
formats. Database marketing applications need to work with ODBC (Open
Database Connectivity) and leading relational database interfaces so that
they can interact directly with the databases. When an application speaks
to a database, it will probably be in SQL, the standard for the relational
database industry. These things would be obvious to developers of business
software, but not necessarily to those in the research-oriented field of data
mining.
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18.2.5 A Possible Scenario for the Future of Data Mining

What does the future have in store for data mining? In the end, much of what
is called data mining will likely end up as standard tools built into database
or data warehouse software products. As a indication for this statement, we
would like to use the field of spell checking software as an example. Just look
back ten years to the infancy of computer word processing. Many companies
made spell-checking software. We would usually buy a spell checker as a sep-
arate piece of software for use with whatever word processor we might have.
Sometimes the spell checker would not understand a particular word proces-
sor’s file format. Some spell checkers might have even required to dump the
document as an ASCII file before it would check the spelling (on the ASCII
file). In that case, we would have had to manually make corrections in the
original document. Eventually the spell checkers became more user friendly
and understood every possible document format. Functionality also increased.
The future of spell checking probably looked pretty rosy.

So, where are the spell-checking companies today? Where is the spell-
checking software? If we look at the local computer store we will not find
much there. Instead we will find that the new word processor comes with a
built-in spell checker. As word processor software increased in sophistication
and functionality, it was a natural progression to include spell checking into
the standard system.

The future of data mining may very well parallel the history of spell check-
ing. The functionality of database marketing products will increase to inte-
grate with relational database products (no more dumping a RDBMS into
a flat file!) and with key DSS – Decision Support Systems application envi-
ronments, it will stress the business problem rather than the technology, and
present the process to the user in a friendly manner. Database marketing will
start losing some of the hype and begin to provide real value to users. This will
make database marketing an important business in and of itself. The larger
RDBMS and data warehouse companies have already expressed an interest
in integrating data mining into their database products. In the end, this new
market and its business opportunities will drive mainstream database com-
panies to database marketing. Ten years from now there may be only a few
independent data mining companies left in existence. The real survivors will
likely be the ones with the foresight to develop a strong relationship with the
mainstream database industry.

18.3 Data Mining for Marketing Decisions

The Internet and the information available on it provide a new source for
competitive market monitoring of agrifood companies. Intelligent information
agents that scan the Internet for relevant information and aggregate it into
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an information service, offer the possibility to automate the process of moni-
toring and relevant online sources and capture significant content for decision
makers. The combination of information agents for sector-specific information
search on the Internet, with filtering techniques for enterprise-focused informa-
tion retrieval from the search results, provides an efficient information system
alternative for agrifood sectors with small-and medium-sized enterprises. On-
going research deals with the formulation of appropriate search directives for
the agents and the differentiation of appropriate filter templates for informa-
tion retrieval.

In today’s fast-paced world, the availability of relevant information to serve
critical success factors of business management is a critical success factor in it-
self. The magnitude of information sources on the Internet could, in principle,
greatly improve the information situation. However, the size of the Internet
and the limits in the search efficiency of standard search engines reduce the
success of processes in information search and information retrieval. Infor-
mation agent technology is an approach, which could improve the situation.
The section introduces the concept of a sector-oriented agent-based online
information system that focuses on the external information needs of enter-
prises in individual sectors of the agrifood industry. This approach supports
sectors with small- and medium-sized enterprises, which lack the resources to
establish enterprise-specific systems. The sector orientation requires system
features, which allow enterprises to “personalize” information retrieval from
the system as far as possible. The discussion is separated into three parts.
After an introduction into the principles of information agents (part 1), the
section discusses the design of agent-based information retrieval systems (part
2) and, specifically, systems for sectors in the agrifood industry (part 3).

The business information circle. The focus of any management information
system is the information needs of management. They are linked to manage-
ment’s information system are the information needs of management. They are
linked to management’s critical success factors and define the basic informa-
tion complexes, which could serve management’s information needs through
appropriate delivery systems. This is a well-established and tested information
circle and could involve information from internal and external information
sources.

The Information circle. With the advent of the Internet with its magnitude
of information sources, the delivery of business external information receives
increased attention. The focus of interest includes the

1. Search for appropriate information in anonymous information sources and
2. Adjustment of information complexes (documents) to individual needs

through information personalization.

In principle, personalization is the link between the specific information needs
of any individual member of management and the delivery of information for
management’s critical success factors from anonymous information sources.
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The integration of information search and personalization is one of the major
challenges in the utilization of Internet information sources for management
information needs. An approach to reach this integration is the utilization
of intelligent information agents, which use knowledge about management’s
critical success factors to search information sources on the Internet for ap-
propriate information complexes.

Intelligent Information Agents. Computer programs, which are able to carry
out a given task in an open environment using certain human characteristics
such as autonomy, social cooperation, intelligence, and learning capacity, may
be referred to as “intelligent software agents.” This is the definition we build
on in this section. However, it is not the only definition in literature. As a fast
growing area of research, the characteristics of intelligent software agents,
and, in consequence, their definition, reflect the actual level of advancements
in research.

“Intelligent information agents” represent a specific category of “intelligent
software agents,” which access heterogeneous and potentially geographically
distributed information sources as, e.g., on the Internet, to proactively acquire,
mediate, and maintain information with specific relevance for an interest group
of users with predetermined information needs. The search usually builds on
lists of prespecified keywords. Intelligent information agents act autonomously
through the so-called robots, which

(a) communicate with Web servers without human intervention,
(b) monitor Internet sites for relevant contents or changes in contents, and
(c) may utilize the Internet’s hypertext structure to reach beyond specified

Internet sites and to search for information along identified hyperlinks.

To improve search efficiency, the space of robots could be confined to pre-
defined information sources or sources that are characterized by certain in-
dustries or certain domain-relevant content. Intelligent information agents are
being delivered through a number of software solutions. A direct comparison
is difficult, as most differences are more gradual than principal. Differences
concern primarily

(a) the search directive for the robots,
(b) the information retrieval from the documents identified through the Inter-

net search, which may reach beyond keyword search and include pattern
recognition or context search, and

(c) the presentation of results.

18.3.1 Agent-Based Information Retrieval Systems

Principles

The knowledge of users’ critical success factors and the availability of robots
with their advanced ability to search information sources on the Internet for
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appropriate documents are not sufficient for the development of an informa-
tion retrieval system. It requires, in addition, the availability of

(a) a taxonomy model, which maps users’ information needs and provides the
links between users’ Critical success factors (CSF), the information topics,
which could serve the CSFs, and the search results,

(b) a search directive for the robots which is usually provided through lists of
search keywords and Internet sites,

(c) functions (tools) for the extraction of relevant information items from
collected documents, and

(d) functions for the classification of information and its linkage to the tax-
onomy model for users’ retrieval support.

The taxonomy model directed toward information needs of business manage-
ment employs a multilevel hierarchical structure in which, e.g., critical success
factors (first level) are linked to one or several levels of information topics with
relevance for the CSF. The taxonomy model provides a structural basis for
the efficient organization and access of the magnitude of information docu-
ments that might be provided by the robots. In principle, the extraction of
information form documents involves the attachment of an appropriate con-
tent descriptor to a document (indexing) and the elimination of nonrelevant
information retrieval systems. The indexing follows a three-step procedure,

(a) the (automatic) identification of phrases of interest (keywords) in textual
data,

(b) the aggregation of relevant information phrases in content descriptors that
represent a document’s topic and

(c) the attachment of the content descriptor to the documents for retrieval
support.

The classification of information links documents to the information topics
in the hierarchical taxonomy model. The “quality” of information extraction,
and, subsequently, the effectiveness of an information retrieval system, is de-
termined by the users’ impression of the fit between the information need in
a certain information domain, the formulation of the content descriptors, and
the content of the document.

Retrieval Support

The taxonomy model based on users’ critical success factors and their linkage
to information topics and search results provides the basic infrastructure for
information retrieval. However, users could have advanced retrieval knowledge,
which might allow them to bypass the taxonomy model’s search structure and
to identify the required document more directly. As an example, a user might
know that certain information should be in one of a few documents retrieved
from a certain information source or include, as one of a few documents; a
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certain keyword. In these cases, retrieval systems based on source or keyword
identification would be superior. To capture such situations, it is suggested
to complement the “taxonomy retrieval system” by additional retrieval alter-
natives, which required their own (hierarchical) retrieval infrastructure and
document indexing.

Personalization

With appropriately focused robots, agent-based information retrieval systems
could be designed to best meet the information needs of any individual user.
However, the broad-based realization of such an approach is not only limited
by available resources for information search at least in small- and medium-
sized enterprises (SMEs), but it disregards the efficiency potential provided
by similarities in information needs among enterprises within any specific sec-
tor of the economy. It adds to efficiency in information search, if robots focus
on a sector’s aggregated information needs and leave further individualiza-
tion (personalization) to a subsequent selection of classified documents. This
approach requires the development of

(a) a taxonomy model, which best maps the joint user needs of all or at least
the majority of enterprises in the sector and

(b) filters, which allow the separation of, personalized information subsets for
individuals.

The personalization could be based on multi-tier templates, which provide fil-
ters for a hierarchical individualization scheme, which stepwise narrows down
information accessibility. As an example, while the robots may have collected
information for aggregated information needs of a certain sector of the econ-
omy, the filters may be directed toward the information needs of

(a) subsectors within the sector (first level of filter templates),
(b) enterprises within any of the subsectors (second level of filter templates),

and
(c) functional departments within any of the enterprises (third level of filter

templates).

Retrieval Systems for Agribusiness Supply Chains

In the development of agent-based retrieval systems for agribusiness produc-
tion chains, the taxonomy models would need to capture user needs of enter-
prises on the same and on different stages of the chain (horizontal and vertical
information needs). User needs ask for as many as possible individualized tax-
onomy models, efficiency considerations for as few as possible aggregated ones.

Research suggests that agribusiness production chains could build on a
common list of critical success factors and information topics. Differences be-
tween stages do not affect the list but priorities within the list. The topics



424 18 Data Mining in Sales Marketing and Finance

include competitors, products, personnel, market development, research, food
law, regional news, and sector-related politics. For agent-based information
search, the main differences in information interest concern

(a) the keyword list in the search directive and
(b) the selection of information sources.

As both subjects are not part of the taxonomy model, one could build an infor-
mation retrieval system for agribusiness supply chains on a common taxonomy
model, and consider these differences in the indexing or documents and the
implementation of appropriate filter templates. Ongoing research deals with
the identification and evaluation of keyword lists, information sources, and
filter templates for different groups of users (e.g., in enterprises, functional
departments, etc.) on different stages of the supply chains.

In summary, since the availability of information has become a critical
success factor for enterprise management, access to competitive intelligence
is essential for enterprises. In general, small- and medium-sized enterprises
cannot afford to establish an individual information service that monitors
their competitive environment.

18.3.2 Applications of Data Mining in Marketing

Data mining has been applied in many areas of marketing such as direct mar-
keting, customer acquisition, customer retention, cross selling, trend analysis,
affinity grouping, and customer lifetime value analysis.

Many firms have successfully implemented data mining methodologies to
gain sustainable competitive advantage. For instance, Capital One designed
a highly successful direct marketing campaign by investing in data mining
technology. Through the user of these methodologies, the company was able
to accurately predict the response patterns of potential customers and the
types of offers best suited for specific types of customers. Numerous other
companies have adopted data mining methodologies for customer relation-
ship management. These include Marriott, Reader’s Digest, Bank of America,
Reuters, etc. Wal-Mart is considered among the pioneers in using data mining
technology to analyze and predict market trends.

Data mining can provide companies with accurate information on which
customers are likely to purchase new products, how much are they willing
to spend, and what kinds of products are likely to be purchased together. It
enables a company to understand the patterns behind past purchase trans-
actions, thereby helping in the design and launch of new offerings, in an ex-
peditious and cost-effective manner. Indeed, with data mining technology,
company data that was previously perceive as “junk” suddenly becomes valu-
able. The use of data mining methodologies often results in a strategic mar-
keting advantage that cannot be easily duplicated by the competition (unless
they adopt similar methodologies themselves).
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18.4 Increasing Customer Value by Integrating Data
Mining and Campaign Management Software

As a database marketer, we understand that some customers present much
greater profit potential than others. But, how will we find those high-potential
customers in a database that contains hundreds of data items for each of
millions of customers?

To be successful, database marketers must, first, identify market segments
containing customers or prospects with high profit potential and, second,
build and execute campaigns that favorably impact the behavior of these
individuals.

The first task, identifying market segments, requires significant data about
prospective customers and their buying behaviors. In theory, the more data,
the better. In practice, however, massive data stores often impede marketers,
who struggle to sift through the minutiae to find the nuggets of valuable
information.

Recently, marketers have added a new class of software to their target-
ing arsenal; data mining applications automate the process of searching the
mountains of data to find patterns that are good predictors of purchasing
behaviors. After mining the data, marketers must feed the results into cam-
paign management software that, as the name implies, manages the campaign
directed at the defined market segments.

In the past, the link between data mining and campaign management
software was mostly manual. In the worst cases, it involved “sneaker net,”
creating a physical file on tape or disk, which someone then carried to another
computer, where they loaded it into the marketing database.

This separation of the data mining and campaign management software
introduces considerable inefficiency and opens the door for human errors.
Tightly integrating the two disciplines presents an opportunity for compa-
nies to gain competitive advantage.

18.4.1 Some Definitions

A Data warehouse is a repository for relevant business data. While traditional
databases primarily store current operational data, data warehouses conso-
lidate data from multiple operational and external sources in order to attain
an accurate, consolidated view of customers and the business.

Database Marketing uses information in computerized databases to target
offerings to customers and prospects.

Data Mining uses technologies such as neural networks, decision trees or stan-
dard statistical techniques to search large volumes of data. In doing so, data
mining builds models for patterns that accurately predict customer behavior.
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Scoring uses a model to predict future behavior. The score assigned to each
individual in a database indicates that person’s likelihood of exhibiting a
particular customer behavior.

Campaign Management uses information in a data warehouse or marketing
database to plan, manage, and assess marketing campaigns designed to impact
customer behavior.

A Customer segment is a group of prospects or customers who are selected
from a database based on characteristics they possess or exhibit.

Scoring on the fly or dynamic scoring is the ability to score an already defined
customer segment within a campaign management tool. Rather than scoring
an entire database, dynamic scoring works with only the required customer
subsets, and only when needed.

Attrition, sometimes known as churn, occurs when a customer terminates his
or her relationship with a service provider. Marketing efforts usually focus
on minimizing churn because the cost of bringing a customer back is usually
much greater than the cost retaining the customer in the first place.

18.4.2 Data Mining Defined

Data mining, by its simplest definition, automates the detection of relevant
patterns in a database. For example, a pattern might indicate that married
males with children are twice as likely to drive a particular sports car than
married males with no children. If we are a marketing manager for an auto
manufacturer, this somewhat surprising pattern might be quite valuable.

However, data mining is not magic. For many years, statisticians have man-
ually “mined” databases looking for statistically significant patterns. Today,
data mining uses well-established statistical and machine learning techniques
to build models that predict customer behavior. The technology enhances the
procedure by automating the mining process, integrating it with commercial
data warehouses, and presenting it in a relevant way for business users.

The leading data mining products, such as those from companies like
SAS and IBM, are now more than just modeling engines employing pow-
erful algorithms. Instead, they address the broader business and technical
issues, such as their integration into today’s complex information technology
environments.

In the past, the hyperbole surrounding data mining suggested that it would
eliminate the need for statistical analysts to build predictive models. However,
the value that an analyst provides cannot be automated out of existence. Ana-
lysts will still be needed to assess model results and validate the reasonability
of the model predictions. Since data mining software lacks the human ex-
perience and intuition to recognize the difference between a relevant and an
irrelevant correlation, statistical analysts will remain in high demand.
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18.4.3 The Purpose of Data Mining

Data mining helps marketing professionals improve their understanding of
customer behavior. In turn, this better understanding allows them to target
marketing campaigns more accurately and to align campaigns more closely
with the needs, wants and attitudes of customers and prospects.

If the necessary information exists in a database, the data mining process
can model virtually any customer activity. The key is to find patterns relevant
to current business problems.

Typical questions that data mining answers include:

• Which customers are most likely to drop their cell phone service?
• What is the probability that a customer will purchase at least $100 worth

of merchandise from a particular mail-order catalog?
• Which prospects are most likely to respond to a particular offer?

Answers to these questions can help retain customers and increase campaign
response rates, which, in turn, increase buying, cross selling and return on
investment (ROI).

18.4.4 Scoring the Model

Data mining builds models by using inputs from a database to predict cus-
tomer behavior. This behavior might be attrition at the end of a magazine
subscription, cross-product purchasing, willingness to use an ATM card in
place of a more expensive teller transaction, and so on.

The prediction provided by a model is usually called a score. A score
(typically a numerical value) is assigned to each record in the database and
indicates the likelihood that the customer whose record has been scored will
exhibit a particular behavior.

For example, if a model predicts customer attrition, a high score indicates
that a customer is likely to leave, while a low score indicates the opposite.
After scoring a set of customers, these numerical values are used to select the
most appropriate prospects for a targeted marketing campaign.

18.4.5 The Role of Campaign Management Software

Database marketing software enables companies to deliver to customers and
prospects timely, pertinent, and coordinated messages and value propositions
(offers or gifts perceived as valuable). Today’s campaign management software
goes considerably further. It manages and monitors customer communications
across multiple touchpoints, such as direct mail, telemarketing, customer ser-
vice, point-of-sale, e-mail, and the Web.

Campaign management automates and integrates the planning, execution,
assessment, and refinement of possibly tens to hundreds of highly segmented
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campaigns running monthly, weekly, daily, or intermittently. The software
can also run campaigns that are triggered in response to customer behavior
or milestones – such as the opening of a new account.

Increasing Customer Lifetime Value

Consider, for example, customers of a bank who only use the institution for
a checking account. An analysis reveals that after depositing large annual
income bonuses, some customers wait for their funds to clear before moving
the money quickly into their stock brokerage or mutual fund accounts outside
the bank. This represents a loss of business for the bank.

To persuade these customers to keep their money in the bank, marketing
managers can use campaign management software to immediately identify
large deposits and trigger a response. The system might automatically sched-
ule a direct mail or telemarketing promotion as soon as a customer’s balance
exceeds a predetermined amount. Based on the size of the deposit, the trig-
gered promotion can then provide an appropriate incentive that encourages
customers to invest their money in the bank’s other products. Finally, by
tracking responses and following rules for attributing customer behavior, the
campaign management software can help measure the profitability and ROI
of all ongoing campaigns.

Integrating Data Mining and Campaign Management

The closer integrating data mining and campaign management work together,
the more business results. Today, campaign management software uses the
scores generated by the data mining model to sharpen the focus of tar-
geted customers or prospects, thereby increasing response rates and campaign
effectiveness.

Unfortunately, the use of a model within campaign management today is
often a manual, time-intensive process. When someone in marketing wants to
run a campaign that uses model scores, he or she usually calls someone in the
modeling group to get a file containing the database scores. With the file in
hand, the marketer must then solicit the help of someone in the information
technology group to merge the scores with the marketing database.

This disjointed process is fraught with problems:

• The large numbers of campaigns that run on a daily or weekly basis can
be difficult to schedule and can swamp the available resources.

• The process is error prone; it is easy to score the wrong database or the
wrong fields in a database.

• Scoring is typically very inefficient. Entire databases are usually scored,
not just the segments defined for the campaign. Not only is effort wasted,
but the manual process may also be too slow to keep up with campaigns
run weekly or daily.
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The solution to these problems is the tight integration of data mining and
campaign management technologies. Integration is crucial in two areas:

First, the campaign management software must share the definition of the
defined campaign segment with the data mining application to avoid modeling
the entire database. For example, a marketer may define a campaign segment
of high-income males between the ages of 25 and 35 living in the northeast.
Through the integration of the two applications, the data mining application
can automatically restrict its analysis to database records containing just
those characteristics.

Second, selected scores from the resulting predictive model must flow seam-
lessly into the campaign segment in order to form targets with the highest
profit potential.

18.4.6 The Integrated Data Mining and Campaign Management
Process

This section examines how to apply the integration of data mining and cam-
paign management to benefit the organization. The first step creates a model
using a data mining tool. The second step takes this model and puts it to use in
the production environment of an automated database marketing campaign.

Step 1: Creating the Model

An analyst or user with a background in modeling creates a predictive model
using the data mining application. This modeling is usually completely sepa-
rate from campaign creation. The complexity of the model creation typically
depends on many factors, including database size, the number of variables
known about each customer, the kind of data mining algorithms used, and
the modeler’s experience.

Interaction with the campaign management software begins when a model
of sufficient quality has been found. At this point, the data mining user exports
his or her model to a campaign management application, which can be as
simple as dragging and dropping the data from one application to the other.
This process of exporting a model tells the campaign management software
that the model exists and is available for later use.

Step 2: Dynamically Scoring the Data

Dynamic scoring allows us to score an already-defined customer segment
within the campaign management tool rather than in the data mining tool.
Dynamic scoring both avoids mundane, repetitive manual chores and elimi-
nates the need to score an entire database. Instead, dynamic scoring marks
only relevant customer subsets and only when needed.

Scoring only the relevant customer subset and eliminating the manual
process shrinks cycle times. Scoring data only when needed assures “fresh,”
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up-to-date results. Once a model is in the campaign management system, a
user (usually someone other than the person who created the model) can start
to build marketing campaigns using the predictive models. Models are invoked
by the campaign management system.

When a marketing campaign invokes a specific predictive model to perform
dynamic scoring, the output is usually stored as a temporary score table.
When the score table is available in the data warehouse, the data mining
engine notifies the campaign management system and the marketing campaign
execution continues.

Here is how a dynamically scored customer segment might be defined:
Where
Length of service = 9 And Average balance > 150 And In Model (promo9).

score > 0.80
In this example:
Length of service = 9 limits the application of the model to those cus-

tomers in the ninth month of their 12-month contracts, thus targeting cus-
tomers only at the most vulnerable time. (In reality, there is likely a variety
of contract lengths to consider this when formulating the selection criteria.)

Average balance > 150 selects only customers spending, on average, more
than $150 each month. The marketer deemed that it would unprofitable to
send the offer to less valuable customers.

Promo9 is the name of a logged predictive model that was created with
a data mining application. This criterion includes a threshold score, 0.80,
which a customer must surpass to be considered “in the model.” This third
criterion limits the campaign to just those customers in the model, i.e., those
customers most likely to require an inducement to prevent them switching to
a competitor.

18.4.7 Data Mining and Campaign Management in the Real World

Ideally, marketers who build campaigns should be able to apply any model
logged in the campaign management system to a defined target segment. For
example, a marketing manager at a cellular telephone company might be
interested in high-value customers likely to switch to another carrier. This
segment might be defined as customers who are nine months into a twelve-
month contract, and whose average monthly balance is more than $150.

The easiest approach to retain these customers is to offer all of them a
new high-tech telephone. However, this is expensive and wasteful since many
customers would remain loyal without any incentive. Instead, to reduce costs
and improve results, the marketer could use a predictive model to select only
those valuable customers who would likely defect to a competitor unless they
receive the offer.
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18.4.8 The Benefits of Integrating Data Mining and Campaign
Management

For Marketers

Improved campaign results through the use of model scores that further refine
customer and prospect segments.

Records can be scored when campaigns are ready to run, allowing the use
of the most recent data. “Fresh” data and the selection of “high” scores within
defined market segments improve direct marketing results.

Accelerated marketing cycle times that reduce costs and increase the like-
lihood of reaching customers and prospects before competitors.

Scoring takes place only for records defined by the customer segment,
eliminating the need to score an entire database. This is important to keep
pace with continuously running marketing campaigns with tight cycle times.

Accelerated marketing “velocity” also increases the number of opportuni-
ties used to refine and improve campaigns. The end of each campaign cycle
presents another chance to assess results and improve future campaigns.

Increased accuracy through the elimination of manually induced errors.
The campaign management software determines those records to be scored
and when.

For Statisticians

Less time spent on mundane tasks of extracting and importing files, leaving
more time for creativity – building and interpreting models. Statisticians have
greater impact on corporate bottom line.

18.5 Completing a Solution for Market-Basket
Analysis – Case Study

Algorithms for finding rules or affinities between items in a database are well
known and well documented in the knowledge discovery community. A proto-
typical application of such affinity algorithms is in “market basket” analysis –
the application of affinity rules to analyzing consumer purchases. Such analy-
ses are of particular importance to the consumer package goods industry. The
retailers and wholesalers in the industry generated over 300 billion dollars of
sales every year in the United States alone. Despite the economic importance
of this industry, data mining solutions to the key business problems are yet
to be developed. This section discusses some of the problems of the consumer
package goods industry, notes a case study of some of the challengers pre-
sented to data miners within this industry, and critiques current knowledge
discovery research in these areas.
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18.5.1 Business Problem

The consumer package goods industry that exists within a complex economics
is informational environment. Mass merchandizing or products is in decline;
U.S. consumers are increasing recognized as belonging to fifty (or more) dis-
tinct segments, each with its own demographic profile, buying power, product
preferences, and media access. The items being sold, consumer products are
more diverse than ever before; a single category of food may easily contain hun-
dreds of competing products. Within this highly differentiated environment,
strong product brand names continue to offer a strong competitive advantage.
By themselves temporary price reductions are not sufficient for establishing
consumer loyalty to either a store or product. Consumers are knowledgeable,
and mobile, enough to seek out the lowest possible prices for a product. Ulti-
mately consumer value is gained by those retailers able to negotiate favorable
terms with their suppliers. Retailers gain the requisite detailed knowledge of
customers through the creation of consumer loyalty programs and the use of
on-line transaction processing systems; this information about the consumer
is a crucial component in retailer–supplier negotiations.

Consumer packaged goods is a mature industry in the United States. Profit
is no longer merely a matter of opening more stores, and selling to increasing
numbers of consumers; the market is becoming saturated, and the available
consumer disposable income largely consumed.

Maintenance of an existing customer base is more important than growing
entirely new customers; this new phase of retail growth is based upon selling
more and a greater variety of products to pre-existing consumers. The most
profitable retailers are those that are able to maintain or reduce their opera-
ting costs. Economics of scope, not scale, determine profitability. Data ware-
housing is one of the foremost technological means of increasing operational
efficiency. Efficient consumer response systems, based upon data warehouses,
are expected to save the industry $30 billion a year. Category management,
an organizational strategy for enhancing retailer–wholesaler coordination, is
another means of increasing operational efficiency. In the following two brief
case studies we examine how data warehouses, category management, and
data mining techniques show promise for answering the concerns of two large
consumer package goods companies.

18.5.2 Case Studies

A major international food manufacturer, with significant equity and a wide
variety of manufactured products, is interested in optimizing its product-
advertising budget. Like many package goods retailers, this manufacturer has
an extensive and rapidly growing advertising budget. Essential to the endeavor
is the cooperation of their independent retail outlets in the creation and design
of product promotions. The manufacturer sought to create a suite of software
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tools for the design of promotions, utilizing the newest data mining technol-
ogy, and to make these tools available in real time to their category managers
and to the managers of their retail outlets. The business case suggested that
there would be at least three sources of return in the creation of this tool:
Improved coordination with retailers, more effective cross sales across pro-
duct categories, reduced promotional competition from other manufacturers,
and enhanced promotional returns. NCR Corporation proposed and designed
a state-of-the-art neural network for forecasting and optimizing planned pro-
motions. The network met, or exceeded, industry standards for promotional
forecasts (within 15% of actual sales, 85% of the time). Despite the statistical
quality of the results the application was never put into production by the
manufacturer, the software design necessary to implement the results was too
complex. Part of the application complexity stemmed from the hierarchical
data types necessitated by the varied products and markets; another compo-
nent of the complexity was reconciling the different product world views of
the manufacturer and the retailer.

A major regional food retailer, a grocer, sought analyses of its consumer
transactions within its produce and salad dressing departments. The retailer
anticipated improved design of store layouts, improved promotional design,
and an insight into the market role of the various highly differentiated products
within the category. The retailer clearly anticipated a causal analysis that
would reveal the products, which, when purchased by consumers, would lead
to additional add-on sales of other products. NCR produced a market basket
analysis, which revealed the distinctive purchasing profiles that are associated
with each major brand of interest. The NCR analysis revealed that the best
selling brands were not those that resulted in the greatest amount of attendant
sales. The NCR analysis supported the existing category management plans
by the retailer, and also independently confirmed the results of a demographic
panel survey. Despite these successes the market basket analysis, by itself, did
not produce any new actionable results for the retailer. In the next section on
data mining, key data mining algorithms and outputs are examined for their
suitability for answering these, and other, consumer package goods questions.

18.5.3 Data Mining Solutions

Affinity algorithms are well understood and well documented by the data min-
ing community. The quintessential application of affinity algorithms is in the
area of market basket analysis. For instance, these algorithms when applied
to market basket analysis produce rules such as “Those baskets producing
product X are also 75% likely to contain product Y.” Additional research
has focused on optimizing the speed and efficiency with which these rules are
found; however additional applied research is needed to the support decision-
making needs of the consumer goods industry (and other relevant business
groups).
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First, affinity algorithms produce individual, isolated rules; associations
between groups of products are not revealed. While the analysis can be re-
peated across all products in a category, or even a store, the number of rules
produced grows exponentially. Not only is the computation complex, but the
resulting welter of rules is hard to interpret as well.

Second, the output of affinity algorithms seems to suggest causal rela-
tionships between products. Yet the algorithms themselves embody no casual
assumptions. The nature of product affinities needs to reconsidered, either a
new and causal form of affinities analysis needs to be produced, or a thorough
understanding of noncausal applications and use of affinity rules needs to be
obtained.

Third, affinity algorithms lack robustness. The algorithms produce a point
estimate of affinity; yet retailers need to understand how (and if) these rules
apply large groups of transaction. A similar issue is the minimum sample size
needed to produce robust results.

Fourth, market basket analyses carry implicit information about consumer
preferences. Even when consumer identification is missing from transaction
data, the data can still be grouped or segmented using data mining techniques
to reveal distinct group of consumer preferences. Affinity algorithms imply
that samples are taken from homogenous groups of customers; yet business
knowledge suggests that consumers are highly varied in taste and expenditure.

Fifth, the market basket analyses, for some set of business questions, may
require the rigor of a properly designed statistical experiment. Reasoning from
standard to promotional pricing, as well as reasoning from standard display
conditions to promotional display conditions, is unwarranted. Yet much of
the potential of market basket analysis stems from the capacity of retailers
to manipulate product pricing, display, or even attributes to meet consumer
need.

Sixth, and finally, standard forecasting tools produce estimates of sales
single goods across times. (This is not conventionally the domain of market
basket or affinities analysis.) However retailers and manufacturers need to
have forecasts for whole groups of products. Producing individual product
forecasts, and then aggregating, will not produce optimum forecasts since
sales of one product contains information about the potential sales of other
products, indeed, the forecasts may not even aggregate correctly. Techniques
such as “state space analysis,” which combine forecasting with multivariate
analysis may prove useful.

18.5.4 Recommendations

The consumer package goods industry is an important, and expansive, indus-
trial segment of the economy. This industry is dependent upon information
for its continued economic growth. It is therefore making great progress in col-
lecting large databases of relevant data about its industry. The corresponding
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questions the industry has about its data are both interesting and econom-
ically fruitful. This section considered two case studies of applying standard
data mining techniques to industrial questions in the area of consumer pack-
age goods. The examples discussed a wholesaler and a retailer who sought
better management of product categories and a resulting improved economy
of scope. Commercial success of data mining will in part be dependent upon
the capacity of algorithms to model complex, hierarchical arrangements of
goods and products.

18.6 Data Mining in Finance

Data mining has received much attention as companies and organizations
started to ask how they can better utilize the huge data stores they built up
over the past two decades. While some interesting progress has been achieved
over the past few years, especially when it comes to techniques and scalable
algorithms, very few organizations have managed to benefit from the technol-
ogy. This paradoxical situation of having too much data, yet not be able to
utilize it or mine it, arose because of technical and business challenges.

In many cases the desired target variable does not necessarily exist in the
database. If the database includes information about customer purchases, a
business user might only be interested in customers whose purchases were
more than one hundred dollars. Obviously, it would be straightforward to add
a new column to the database that contained this information. But this would
involve database administrator and IT personnel, complicating a process that
is probably complicated already. In addition, the database could become messy
as more and more possible targets are added during an exploratory data analy-
sis phase. The solution is to allow the user to interactively create a new target
variable. Combing this with an application wizard (it can significantly improve
the user’s experience, besides simplifying the process, and can help prevent
human error by keeping the user on track), it would be relatively simple to
allow the user to create computed targets on the fly.

Mining financial data presents special challenges. For one, the rewards for
finding successful patterns are potentially enormous, but so are the difficul-
ties and sources of confusions. The efficient market theory states that it is
practically impossible to predict long-term financial markets. However, there
is good evidence that short-term trends do exist and programs can be written
to find them. The data miner’s challenge is to find the trends quickly while
they are valid, as well as to recognize the time when the trends are number
longer effective.

Additional challenges of financial mining are to take into account the abun-
dance of domain knowledge that describes the intricately inter-related world
of global financial markets and to deal effectively with time series and cal-
endar effects. The relational data mining (RDM) is a learning method able
to learn more expressive rules than other symbolic approaches. RDM is thus
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better suited for financial mining, because it is able to make better use of
application underlying domain knowledge. Relational data mining also has a
better ability to explain the discovered rules – ability critical for avoiding spu-
rious patterns, which inevitably arise when the number of variables examined
is very large. The earlier algorithms for relational data mining, also known
as ILP – inductive logic programming, suffer from a well-known inefficiency.
The researchers introduced a new approach, which combines relational data
mining with the analysis of statistical significance of discovered rules. This
reduces the search space and speeds up the algorithms. They also introduced
a set of interactive tools for “mining” the knowledge from the experts. This
helps to further reduce the search space.

Data mining does not operate in a vacuum. The results of the data mining
process will drive efforts in areas such as marketing, risk management, and
credit scoring. Each of these areas is influenced by financial considerations
that need to be incorporated in the data mining modeling process. A busi-
ness user is concerned with maximizing profit, not minimizing RMS error.
The information necessary to make these financial decisions (costs, expected
revenue, etc.) is often available and should be provided as an input to data
mining application.

18.7 Data Mining for Financial Data Analysis

Most banks and financial institutions offer a wide variety of banking services
(such as checking, savings, and business and individual customer transac-
tions), credit (such as business, mortgage, and automobile loans), and invest-
ment services (such as mutual funds). Some also offer insurance services and
stock investment services.

Financial data collected in the banking and financial industries is often
relatively complete, reliable, and of high quality, which facilitates systematic
data analysis and data mining. Here we present a few typical cases.

Design and construction of data warehouse for multidimensional data analy-
sis and data mining: Like many other applications, data warehouses need to
be constructed for banking and financial data. Multidimensional data analy-
sis methods should be used to analyze the general properties of such data.
For example, one may like to view the debt and revenue changes by month,
region, sector, and other factors, along with maximum, minimum, total,
average, trend, and other statistical information. Data warehouses, data cubes,
multifeature and discovery-driven data cubes, characteristic and comparative
analysis, and outlier analysis all play important roles in financial data analysis
and data mining.

Loan payment prediction and customer credit policy analysis: Loan payment
prediction and customer credit analysis are critical to the business of a bank.
Many factors can strongly or weakly influence loan payment performance and
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customer credit rating. Data mining methods such as feature selection and
attribute relevance ranking may help identify important factors and elimi-
nate irrelevant once. For example factors related to the risk of loan payments
include loan-to-value ratio, term of the loan, debt ratio, payment-to-income
ratio, customer income level, education level, residence region, credit history,
and so on. Analysis of the customer payment history may find that, say,
payment-to-income ratio is a dominant factor, while education level and debt
ratio are not. The bank may then decide to adjust its loan granting policy so
as to grant loans to those whose application was previously denied but whose
profile shows relatively low risks according to the critical factor analysis.

Classification and clustering of customers for targeted marketing: Classifica-
tion and clustering methods can be used for customer group identification and
targeted marketing. For example, customers with similar behaviors regarding
banking and loan payments may be grouped together by multidimensional
clustering techniques. Effective clustering and collaborative filtering methods
(i.e., the use various techniques to filter out information, such as nearest neigh-
bor classification, decision trees, and so on) can help identify customer groups,
associate a new customer with an appropriate customer group, and facilitate
targeted marketing.

Detection of money laundering and other financial crimes: To detect money
laundering and other financial crimes, it is important to integrate information
from multiple databases (like bank transaction databases and federal or state
crime history databases), as long as they are potentially related to the study.
Multiple data analysis tools can then be used to detect unusual patterns, such
as large amounts of cash flow at certain periods, by certain groups of people,
and so on. Useful tools include data visualization tools (to display transactions
activities using graphs by time and by groups of people), linkage analysis tools
(to identify links among different people and activities), classification tools (to
filter unrelated attributes and rank the highly related ones), clustering tools
(to group different cases), outlier analysis tools (to detect unusual amounts
of fund transfers or other activities), and sequential pattern analysis tools
(to characterize unusual access sequences). These tools may identify impor-
tant relationships and patterns of activities and help investigators focus on
suspicious cases for further detailed examination.

18.8 Summary

Database marketing software applications will have a tremendous impact on
how business is done in the future. Although the core data mining techno-
logy is here today, developers need to take what already exists and turn it
into something that business users can work with. The successful database
marketing applications will combine data mining technology with a thorough
understanding of business problems and present the results in a way that the
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user can understand. At that point the knowledge contained in a database
will be understood by people who can turn what is known into, what can be
done.

The section also suggests the implementation of an Internet-based online
information retrieval system, which offers agrifood industry sector-specific in-
formation, which is directly, linked to management’s critical success factors
and allows personalization through the implementation of appropriate filtering
techniques. The information retrieval system is based on information agents,
which search for appropriate documents on distributed information sources.
The utilization of information agents has left the early experimental phase
and is in the early stages of professional use. Ongoing research on the im-
plementation of agent-based intelligent information retrieval systems for the
agrifood sector does focus on the selection of appropriate search directives for
the robots, the formulation of taxonomy models that best map users’ informa-
tion needs, and the appropriate retrieval, individualization, and presentation
of information from the search results.

In this section the method that integrates data mining and campaign man-
agement software to increase the customer value was discussed. The section
also considered two case studies of applying standard data mining techniques
to industrial questions in the area of consumer package goods. The exam-
ples discussed a wholesaler and a retailer who sought better management of
product categories and a resulting improved economy of scope. Commercial
success of data mining will in part be dependent upon the capacity of algo-
rithms to model complex, hierarchical arrangements of goods and products.
Also how data mining is applied in finance and finance data analysis has been
described.

18.9 Review Questions

1. Compare data mining and database marketing.
2. Explain in detail data mining for marketing decisions.
3. What is agent-based information retrieval systems?
4. What are the applications of data mining in marketing and explain in

detail.
5. Define scoring, campaign management, and customer segment attrition.
6. What is the role of campaign management software?
7. What are the steps involved in implementing integrated DM and campaign

management process?
8. What are the benefits of integrating data mining and campaign manage-

ment?
9. Explain in detail how data mining is used in finance.

10. Describe the design and construction of data warehouse for multidimen-
sional data analysis and DM.

11. Explain data mining for financial data analysis.
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Banking and Commercial Applications

Objectives:

• The wholesale side of a commercial bank has a significant need to invest in
business intelligence and data mining technology because wholesale bank-
ing provides a large percentage of a commercial bank’s revenue.

• A business intelligence solution, which summarizes this information in the
form of query-based reports, augmented by the predictive power of data
mining technology, can greatly enhance the corporate decision making
process.

• Various groups of analysts at the bank employ data mining software rang-
ing from proprietary solutions (neural networks in stock brokerage, de-
cision trees in credit risk), PC-based single algorithm tools (knowledge
Seeker), to SAS on MVS and Intelligent Miner on SP2.

• DM supports a unit view of patterns in data, especially in cases where
similar project objectives and data deliver discrepancies result.

• The KDD process used in commercial applications performs data cleaning
and data preparation, which has to be done before the actual data mining
can take place.

• Decision support is like a symphony of data. It is best to look at decision
support from a functional (rather than a tool-based) perspective and to
look at available technologies in terms of the functions they provide.

• The model has to be integrated into existing systems, applied on a day-
to-day basis, and is shown to meet a target in cost savings.

• To sell products and service performances via Internet in a really per-
manent and successful manner, this means very special requirements to
today’s e-commerce platforms.

• The diversification of product and performance portfolios and an improved
customer relationship management (CRM) on the basis of asset situations,
venturesomeness, payment habits, and consumer behavior will become the
driving forces of the use of data mining in e-commerce.

S. Sumathi and S.N. Sivanandam: Banking and Commercial Applications, Studies in Computa-

tional Intelligence (SCI) 29, 439–472 (2006)
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• Retail data mining can help identify customer buying behaviors, discover
customer shopping patterns and trends, improve the quality of customer
service, achieve better customer retention and satisfaction, enhance goods
consumption ratios, design more effective goods transportation and distri-
bution policies, and reduce the cost of business.

• The most innovative retailers of today are those who use business intelli-
gence to gain sustained competitive advantage.

Abstract. The applications of data mining in banking, e-commerce, retail and
commercial areas with case studies are illustrated in this section. It discusses the
application of data mining in the wholesale banking industry, illustrates some of
the associated challengers, and recommends the development of a domain-specific
knowledge-encoding tool. Although we focus on wholesale banking, these observa-
tions have direct parallels elsewhere, including retail banking, pharmaceutical, and
manufacturing industries. Section 19.2 includes a case study based on the distri-
buted data mining. The case study discussed was taken from Global Information
Technology, Bank of Montreal, Canada. Another case study Dimensional Systems,
Cambridge, MA, is discussed in Section 19.4 based on the decision support systems.

There is a tremendous interest in data mining applications in the commercial
world. Many companies, after their initial success with their data mining research
and pilot projects, are starting to move these projects into real-world business ap-
plications. Today most of the data mining development has come from the research
(academic) world. As a result, a lot of business issues have not been addressed and
so far they have only received cursory attention. The section highlights some of these
issues to the KDD research community so that we could bridge the gap between the
research (academic) world and the business world.

Data mining is the “non-trivial process of identifying valid, novel, potentially
useful and ultimately understandable patterns in data.” To sell products and ser-
vice performances via Internet in a really permanent and successful manner means
very special requirements to today’s e-commerce platforms. The virtual market in
the network of the networks develops faster and, in the future, will be more impor-
tant than the market of the real world. The offers are more extensive, the purchasing
decisions by the customers are made faster, and last but not least: The competi-
tor’s product is only a mouse-click click away from the respective Web pages! Sec-
tion 19.6 outlines the types of data available for mining, describes operation and
limitations of the mining algorithms, and discusses the marketing and ethical issues
that arise.

Retail data mining can help identify customer buying behaviors, discover cus-
tomer shopping patterns and trends, improve the quality of customer service, achieve
better customer retention and satisfaction, enhance goods consumption ratios, de-
sign more effective goods transportation and distribution policies, and reduce the
cost of business.

Section 19.8 explores the various applications of business intelligence in the retail
industry. Business intelligence refers to a host of technologies like data warehousing,
online analytical processing (OLAP), and data mining, which seek to turn data into
actionable information.
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19.1 Bringing Data Mining to the Forefront of Business
Intelligence in Wholesale Banking

Although the basic algorithms of data mining technology have been available
for many years, data mining has not yet realized its full potential as an integral
part of some business intelligence solutions. As in most industries, the success
of a data mining implementation as part of a viable business intelligence solu-
tion depends primarily on the accessibility of the data, the level of integration
of the data mining software to existing databases, the ease of data manipu-
lation, and the degree of “built-in” domain knowledge. Each of these issues
merits careful thought and analysis, although the focus here is on the last is-
sue. The wholesale side of a commercial bank has a significant need to invest in
business intelligence and data mining technology because wholesale banking
it: provides a large percentage of a commercial bank’s revenue, thus making
the potential return on investment attractive; needs to manage client rela-
tionships across a broad spectrum: from a relatively small corporate entity, to
a large multinational corporation with potentially dozens of subsidiaries and
closely aligned business partners; and is affected by a large number of fac-
tors, including macroeconomic factors such as international economic forces,
industry-specific trends, the real estate market, and microeconomic factors
such as a particular client’s economic health and leadership.

A business intelligence solution that summarizes this information in the
form of query-based reports, augmented by the predictive power of data min-
ing technology, can greatly enhance the corporate decision-making process.
In a typical data mining project, these data are brought together at an
appropriate level of generality that describes product usage as well as client
information. Although obtaining data from internal sources and external ven-
dors is not difficult, creating an appropriate data set for mining is challenging
for many reasons, a few of which are given here:

“Customer” is not easily defined. A large wholesale bank may work with a
“parent” company as well as potentially dozens of subsidiaries, each with its
own set of legal and financial constraints.

Product cohorts. These can lead to an array of analytical problem because
a corporation’s usage of one product set may indirectly their use of another
product set because of legal or financial structure.

Patterns of product usage are sporadic, cyclical or inter-related. This peren-
nial problem is found in many industries but is particularly exacerbated in
wholesale banking because of product cohorts and complex corporate rela-
tionships.

Given that this list is not nearly exhaustive, simply the creation of an
appropriate mining database is time consuming and challenging. Further-
more, consideration of these factors in the data mining analysis is crucial
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for data mining to gain acceptance within wholesale baking marketing chan-
nels. Lines of corporate influence, product cohorts, and data quality issues are
often known by domain experts but are not directly reflected in the data.

To illustrate, consider a product demand forecasting analysis, which is
a typical application of data mining in this industry, where the task is to
predict a corporation’s demand for a banking product given other product
usage information, relevant economic ratios, and other macroeconomic vari-
ables. Building a good predictor here requires a clear understanding of the
relationship between product groups. A forecasting analysis might indicate
the “usage of cash management products imply usage of investment banking
products,” but this may be information that is implied by bank policies, or is
necessary because of other economic considerations. A tool that reflects these
internal relationships when delivering results would greatly improve the feasi-
bility of data mining in this industry. The details of such a tool fall outside of
the scope of this section, but a few points can be made regarding it. A simple
tool may include the following characteristics:

• A straightforward interface to link known concepts together, such as known
lines of corporate influence, known product cohorts, etc;

• A data manipulation feature to effectively deal with hierarchical variables.
An internal validation of the data mining results against a table of known
encoded relationships;

• A graphical display of known relationship, with an overlay of the “pre-
dicted” or “discovered” relationships would greatly aid in understanding
the model and in the delivery of executive information; and

• A feedback mechanism that gives the analyst the ability to differentially
enhance the strength some relationships to enable “what if” analyses.

19.2 Distributed Data Mining Through a Centralized
Solution – A Case Study

This is to present a corporate data mining solution, which supports the current
and future large-scale analytical needs of most of the Bank of Montreal lines
of business. This case study is taken from Global Information Technology,
Bank of Montreal, Canada.

19.2.1 Background

Data mining has quickly matured out of isolated, small-scale, PC-based, single
algorithm techniques to a robust analytical solution, which utilize a combi-
nation of various artificial intelligence algorithms, massively parallel technol-
ogy, direct both-way access to relational databases and opened systems with
published Application Programming Interfaces. In the banking industry, data
mining techniques have been accepted by the statisticians’ community and
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utilized side by side with more traditional statistical modeling techniques.
Various groups of analysts at the Bank employ data mining software ranging
from proprietary solutions (neural networks in stock brokerage, decision trees
in credit risk), PC-based single algorithm tools (Knowledge Seeker), to SAS
on MVS and Intelligent Miner on SP2. Among these groups the analytical,
technological, and statistical skill sets and expertise vary.

Growing interest in Data Mining technology at the Bank is driven by numerous
factors:

• Strategic/political:
• Growing awareness of DM (at the executive as well as business analyst

levels)
• Recognizing need for elastic knowledge-based decision making – gaining

competitive advantage by responding quickly to changes
• Growing competition in the industry
• Internal competitiveness among divisions, departments, and their respec-

tive leaders
• Influence of various consulting companies
• Increased demand by the business (analysts, product managers, branch

managers) to be granted direct access to the information
• Practical:
• Growing volumes of relatively clean data stored in data warehouse, data

marts, and operational data stores.
• Limitations in standard analytical/statistical approaches in terms of num-

ber of variables considered for a model, their scarcity, cardinality, and the
(high) number of categorical variables requiring special treatment.

• Increased demand by analysts to work with large data samples or even full
data sets (fraud detection, credit risk, etc.)

• The need to analyze data from several or all lines of business (cross selling,
credit risk, product cannibalization, customer behavior).

The experience with the current status quo shows that satisfying the above
needs locally and on ad hoc bases is neither practically manageable nor cost
effective. Therefore, at the Bank they are in the process of implementing a
robust Centralized Data Mining Solution (CDMS) supported by the creation
of Data Mining Center of Excellence, an institution responsible for manag-
ing the new Hardware/Software (HW/SW) and its utilization by various DM
groups, providing data transformation, managing DM metadata, and deploy-
ing precanned models to light users via the Intranet.

Benefits of CDMS: The CDMS provides high-speed links/gateways to the
major data sources deployed in the organization (bank information warehouse,
customer knowledge data mart, credit card, risk management, etc.) totaling
more than 3TB of data. The likely power user groups are: database marketing,
credit risk, credit card, transfer pricing, and others. These groups will be freed
from tedious data transformation and HW/SW maintenance responsibilities.
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It is the nature of data mining projects to require initially large space to store
data. Contrary to what is said, in the data marts the storage requirements
are limited to the initial data crunching and the life of the project. Therefore
most of the storage could be freed in several weeks and made available to
other projects. Equipped with massively parallel processing and sharing al-
most 0.5TB of DASD users will benefit from unprecedented processing power
allowing them to run on large data sets.

Benefits in Costs: The data mining technology is expensive to acquire (SW
and dedicated HW) and difficult to maintain (operating system, underlying
database, data mining SW itself, gateways, front ends, etc.). And let us em-
phasize the support of various high-speed links and gateways, data marts,
and other business critical sources of data. It is hard to imagine a LOB being
able to justify a purchase of top-notch data mining technology, a solution that
could cost an initial $600,000 of investment and $300,000 a year for support
and maintenance. Such a system would likely be underutilized by the LOB
most of the time.

Obviously, the CDMS is highly scaleable and in the long term is a cost-
efficient solution – a win-win for all groups involved and for the organization
as a whole. For its growth this point and corporate-managed data mining
effort give additional power in negotiations with HW/SW vendors.

Data Mining Meta data: One important responsibility of the Data Mining
Center of Excellence, which manages the CDMS, is the creation and man-
agement of corporate data mining metadata. This is a relational database
outlining all data mining projects, models built, their frequency, contacts to
creators, data sources involved, variables, and a models’ version control. De-
tails about particular model parameter settings, treatment of NULLs, outliers,
etc. will be included. The metadata will be published on the Intranet and
accessible by all Bank employees.

This solution will help in interpretation of DM results, especially in cases
where similar project objectives and data deliver discrepancies in results. It
supports a unit view of patterns in data.

19.3 Data Mining in Commercial Applications

19.3.1 Data Cleaning and Data Preparation

An important component of the KDD process is data cleaning and data prepa-
ration, which has to be done before the actual data mining can take place.
The current state of art of data cleaning is far from being as sophisticated as,
say data mining algorithms. Most of the data cleaning is done laboriously be
humans. There are few general and automated tools that assist in this process.

The idea is to use some of the data mining techniques in data cleaning.
We envision data cleaning to be performed in several stages, ranging from
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application of simple techniques to increasingly more sophisticated methods.
For example, one can use visualization techniques to look for missing data,
imperfect data, etc. Or, one can use more sophisticated clustering tools to
look for outliers, which may indicate potentially erroneous data. Statistical
methods that look for missing data need to be studied in this context. Of
course, the entire process will be an iterative one, with periodic evaluation by
humans and the reapplication of appropriate cleaning tools.

Let us take an example. Consider a database maintained by a county
office. This database contains information on every piece of real estate in
the county. Such information might include the address, price owner, size,
etc. Such databases may contain lots of errors, missing data, etc. Initially,
we could use visualization techniques to locate each house on a map of the
county. If a high-priced house appears in a low-income neighborhood, then
that is possibly an error. Secondly, we could use multidimensional clustering
techniques to look for “outliers” in clusters, which might point to erroneous
data. If we have much prior knowledge about the data, we can assume a prior
distribution that models the database and use Bayesian methods to compute
posterior distributions. Then, we could selectively omit certain data items
and re-compute posterior distributions again, thereby allowing us to detect
outliers.

19.3.2 Involving Business Users in the KDD Process

Successful data mining applications in business world would require constant
interaction and feedback between different users and the data mining process.

User interaction, in different aspects of the KDD process:

Previous knowledge:- The business user may have some underlying (but in-
complete) knowledge about the data to be mined. Incorporating this know-
ledge into the data mining process will allow the data mining process to be
more efficient.

On the other hand, the data mining process can also be used as a check
against the knowledge that was supplied. For instance, mining may contradict
some conventional wisdom. The system should allow for that. Thus we should
provide methods to allow data mining algorithms to provide reasonably good
results if there is not enough resources for a full-scale job.
Resource constraints:- The need to be able to mine information from a huge
resource in real-time (or near real-time) is increasing. The demand of the real
world does not allow the luxury of time.
Intermediate feedback:- Each step of the KDD process should provide some
intermediate results. For example, results of the data cleaning process, de-
cision of which algorithm to use, etc. The system should be able to provide
appropriate feedback to appropriate personnel (users) so that they can make
decisions to guide the data mining process.
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19.3.3 Business Challenges for the KDD Process

The business issues are many, such as scalability, integration of current
systems, data visualization, need for database system support, incremental
processing, flexibility and so on. The important issues to be concentrated are:

Data Cleaning and Data Preparation

The research issues are many. How does one design algorithms that can work
for heterogeneous datasets? Do the algorithms scale well? Can we perform
automatic error “correction” in addition to just error detection?

Knowledge representation and incorporation

How to represent the underlying knowledge that is known? How to incorporate
this knowledge into the appropriate KDD algorithm? How to discern whether
the underlying knowledge is useful or counterproductive?

Algorithmic issues

To devise algorithms that would take resource constraints into account; to
provide algorithms that can provide good intermediate results even if severe
resource constraints are imposed. There has been some work on constraint
algorithms and incremental algorithms. We need to devise method to incor-
porate them into the KDD process.

Data visualization and feedback

To provide effective methods for the data mining process and to provide feed-
back understandable by the user. Different kinds of users may require different
kind of visualization techniques. Also, effective means of allowing user feed-
back to the data mining system need to be devised, ideally coupling these to
the data visualization process.

19.4 Decision Support Systems – Case Study

Decision support is like a symphony of data. In the same way we need a variety
of musical instruments functioning together for the purpose of playing a sym-
phony, we need a variety of software tools working together for the purpose of
doing decision support. It is best to look at decision support from a functional
(rather than a tool-based) perspective and to look at available technologies in
terms of the functions they provide. In other words, tool features get mapped
to DSS (Decision Support System) functions. This case study is taken from
Dimensional Systems, Cambridge, MA.
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19.4.1 A Functional Perspective

Basic DSS functions

DSS is about synthesizing useful knowledge from large data sets. It is about
integration, summarization, and abstraction as well as ratios, trends, and al-
locations. It is about comparing database generalizations with model-based
assumptions and reconciling them when they are different. It is about good,
data-facilitated creative thinking and the monitoring of those creative ideas
that were implemented. It is about using all types of data wisely and under-
standing how derived data was calculated. It is about continuously learning
and modifying goals and working assumptions based on data-driven models
and experience. In short, decision support should function like a virtuous cycle
of decision-making improvement. Let us laundry list these concepts to identify
the minimum set of basic functions that comprise any DSS framework:

• Data collection,
• Data storage and access organization,
• Dimensional structuring,
• Data synthesis,
• Intuitive representations and access models,
• Predictive models,
• Model verification
• Knowledge sharing,
• Resource allocation strategies,
• Scenario analysis,
• Belief conflict resolution,
• Prescriptions and
• Decision implementation capabilities.

A Cognitive Metaphor for DSS: Beyond Closed Loop Systems

The best metaphor that one can think of for understanding how all these
decision support functions fit together is a cognitive one. In contrast, earlier
metaphors focused on the unidirectional flow of information from “raw” data
to synthesized knowledge. Second-generation metaphors, currently in vogue,
focus on bidirectional, closed loop systems wherein the results of DSS analysis
are fed back into production systems. The hallmark of a third-generation
cognitive metaphor is the interplay of two separate information loops. The
first is akin to the closed loop system and one would characterize it as a data-
driven loop. But in addition to that loop there exists an inner loop where
data driven information meets model-driven goals and beliefs at the moment of
decision. Although that inner loop is frequently provided by a living breathing
person, it is a function that needs to take place and in automated systems
needs to take place in the form of software within the overall decision support
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system. AI workers have known for a long time that it takes a combination of
data-driven and model-driven information to produce high-quality decisions.

Using a cognitive metaphor, the universe of DSS functions is composed
of five distinct functional layers within which the two above-mentioned in-
formation loops interact: a sensory/motor layer, a primary memory layer,
a data-based interpretive and understanding layer, a decision layer, and a
model-driven layer of goals and beliefs.

Data-Driven Understanding

From 20,000 feet, data-driven understanding is the process of synthesizing
knowledge from large disparate data sets. Understanding is a loaded term,
so let us break it down into smaller chunks. The key components of under-
standing are describing, explaining, and predicting. The main obstacles to
understanding are lack of tool integration, missing, meaningless, and uncer-
tain data and lack of verification capabilities.

Descriptions form the basis. Examples include “The Cambridge store sold
500 pairs of shoes last week,” “Our corporation did 35 million last year,” “The
Boston stores paid an average of 36 dollars per foot in 1997” and “Boston
rent is twice as expensive as the rent in Portland, Maine.” Descriptions are
more than just measurements. Descriptive processes take whatever raw mea-
surements there are, and through aggregations, ratios, and other certainty-
preserving operations, creating a fleshed out multilevel multidimensional
description.

In practice, there may be a variety of inferential techniques employed to
arrive at a descriptive model of a business or organization. For example, in-
ferential techniques may be used to guess what values may apply to what
are otherwise missing cells. When there are a lot of blanks that need to be
filled in for a descriptive model the process is akin to data archeology. Good
data archeology requires the close integration of OLAP and data mining or
statistics tools.

Explanatory modeling starts where descriptive modeling left off. Explana-
tory models are representations of relationships between descriptions. Such
statements as “For every increase of 1% in the prime rate, housing sales de-
crease by 2%” represent explanations or relationships inferred from descrip-
tions of both housing sales and interest rates. The functionality provided by
statistics and data mining tools of all varieties belong in this arena. Regres-
sions (the mother of all analyses), decision trees, neural nets, association rules,
and clustering algorithms are examples of explanatory modeling.

Predictive modeling is just an extension of explanatory modeling. One
cannot make a prediction without having at least one relationship that we are
banking on. And while most all-mining activities aim at building predictive
models, the key algorithms are in the discovery of the patterns. Predictions
are just the extension of some pattern already discovered. That is why all
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the data mining algorithm buzzwords, we hear are about pattern discovery
techniques, not pattern extension.

OLAP tools do not provide for explanatory or predictive modeling. Data
mining does not provide for dimensional structuring. Yet, it is best to perform
data mining within an OLAP (multilevel, multidimensional) environment. For
example, to design a new promotional campaign based on point-of-sale POS
and demographic data we might use

• An OLAP tool to aggregate SKU-level data to product categories,
• The OLAP environment for exploratory analysis and new variable crea-

tion,
• Clustering to discover natural segments in the POS data,
• Visualization to interpret the clusters,
• OLAP to incorporate the clusters as higher level aggregation levels,
• More directed mining on the cluster-aggregated data,
• Visualization to interpret the mining results, and
• OLAP to further aggregate the mining-based predictions

all in order to support the data-based brainstorming for a new promotion
campaign. In short, we needed to use a combination of OLAP, data mining,
and visualization to accomplish a single BI task: promotion development. We
can call this kind of integration DSS fusion.

The market as a whole is beginning to move in this direction. A number
of OLAP companies are adding or claiming to add data mining capabilities,
although not all of them are fully integrated with their OLAP products. For
example, Holos is adding mining capabilities, Cognos has a simple mining
application, MIS AG has a mining application, as does Pilot Software (D&B,
Data Intelligence Group). We believe it will be easier for OLAP companies
to add data mining capabilities than it will be for data mining companies to
add OLAP capabilities.

Although it is good to see so many OLAP vendors offering mining capa-
bilities, these capabilities still need to be better integrated. Mining functions
should be as simple to invoke as ratios. It should be possible to perform
data transformations from within an OLAP/mining environment. And min-
ing should be fully integrated within the dimensional structure meaning that
operations like drill down from an interface to the results of an association
rule algorithm should work, and depending on how things were defined ei-
ther return a set of associations already calculated for lower down in perhaps
a product hierarchy, or trigger the calculation of such associations. Thus the
same thinking that goes into an OLAP design of what should be precalculated
and what can be calculated on demand can apply to data mining as well.

Missing, meaningless, and uncertain data are frequently present in data
sets and pose a significant hurdle to understanding. Missing and meaningless
data are logically distinct, both need to be distinguished from the value zero
(frequently the default value assigned an empty cell), and need to be differ-
entially processed. For example, in an averaging function, where empty cells
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denoted missing, we would need to assign some kind of default value to the
empty cells for the purposes of aggregation. In contrast, if the empty cells
denoted meaningless, we could not assign a default value. Most OLAP and
data mining tools lack good empty cell handling techniques.

Unlike missing and meaningless data, uncertain data is present as a data
value in a data set. For example, a statement like “We predict that our new
brand of ice cream will capture 5% of the market for ice cream products,”
needs to qualify the uncertainty associated with the estimate of 5%. Typical
statistical measures of uncertainty include the variance and bias associated
with an estimate. The overall picture of uncertainty can get a little more
complicated as derived measures follow from business rules, which have their
own sources of uncertainty. For example high-level sales forecasts based on
aggregating lower level predicted sales data need to carry forward the uncer-
tainties derived from the predictive models through the aggregation process.
What is more, the predictive models themselves may rely on certain “rules of
thumb” for their forecasting logic. As more assumptions become embedded
in business data, OLAP tools especially will need to provide ways to process
uncertainty.

Finally, in the same way as an astronaut’s working environment is com-
posed of fabricated living elements (temperature, pressure, oxygen, etc.), a
DSS end user/analyst’s working environment is composed of fabricated data
elements (daily summaries, weekly aggregates, brand reports, and so on).
Given the degree to which end users are dependent on derived data as their
own inputs, it is crucial that DSS vendors provide better verification capabi-
lities.

19.4.2 Decisions

Deciding is the process or function of combining goals and predictive models.
To decide that prices need to be lowered on certain products is the result of
a goal to maximize sales and a predictive model that relates sales to product
price. To decide that a certain loan applicant should be denied credit is the
result of a goal to minimize loan write-offs and a predictive model that relates
certain loan applicant attributes with the likelihood of loan default.

If there were no goals, it would be impossible to decide what course of
action to take as any action would be as acceptable as any other. Without the
goal of maximizing sales, for example, there is no right decision concerning
product pricing. And without a predictive model equating product prices with
product sales there is no way to know which decision will be most likely to
maximize sales.

Decision-making challenges may arise from

• the need to automate certain decision-making functions,
• the need to ensure consistent decisions,
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• difficulties analyzing how a decision was made,
• complexities in the predictive models,
• difficulties interpreting stated goals,
• instability in the goals themselves,
• interpersonal dynamics,
• fluctuations in the predictive models, and
• conflicts between data-driven and model-driven beliefs.

Business rule automation tools focus on the first two challenges. Decision
analysis tools focus on challenges 3–6. Group decision support tools focus on
challenge 7. Challenges 8 and 9 lie a little further down the road.

Looking ahead, we will start to see self-modifying rule systems that con-
tinuously monitor the world to see if it behaved like predicted, and when it
does not, then changing the predictive models it used to make rules. In the
process, systems could try out different scenarios or predictive models and
analyze how well the system would have fared under each scenario. We would
also like to see rules bases connect to OLAP tools wherein the rules base was
the source of cost allocation rules used in the OLAP system. Although OLAP
tools provide a sophisticated calculation environment they would benefit from
an organized method of defining and managing rules.

We should also be able to deduce rules given goals and predictive mod-
els, which brings to the next major category of decision-making software,
decision analysis software. The need for decision analysis software kicks in
where decisions are based on multiple predictive models with complex mea-
sures of uncertainty and where the goals themselves are variable. Typically
this appeals to higher up in an organization. Decision analysis is closely re-
lated to operations research where there are several mutually exclusive goals
and shared scarce resources and the trick is to maximize a global property
like profit, stability, or happiness. In summary,

• The BI or DSS space is best looked at from a cognitively based functional
approach rather than any tool-centric perspective,

• The center of decision support is at the intersection of data-driven under-
standing and model-driven goals and beliefs,

• Data collection and storage should be driven by decision-making needs,
• All media should be organized through an integrated semantic model of

the enterprise,
• Data mining, OLAP, and data visualization can and ought to work to-

gether for the majority of decision support problems,
• The analytical knowledge required for interpreting complex derived data

should be disseminated to end user/analysts,
• Descriptive and explanatory modeling should begin leveraging textual

data,
• Model-based decision-influencing beliefs should be captured electronically

and compared with data-driven versions of the same beliefs,
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• Procedures for resolving conflict between data and/or model driven beliefs
should be public, and

• Everything should be verifiable.

19.5 Keys to the Commercial Success of Data Mining –
Case Studies

Some techniques to the commercial success of data mining are presented based
on (i) The experience at BT Laboratories, Data Mining Group, Ipswich and
(ii) A service provider’s view taken from a global multidisciplinary professional
services firm – Arthur Anderson, Zurich, Switzerland.

19.5.1 Case Study 1: Commercial Success Criteria

Success criteria are much more commercially oriented than they were in the
early days. It is no longer enough to produce a convincing demonstration
system or model. It has to be integrated into existing systems, applied on a
day-to-day basis, and be shown to meet a target in cost savings. Defining and
estimating the costs and benefits of a proposed project can be difficult, but
we have found that the more effort that is spent on this early on, the better.

Reasons for Failure

We have carried out many data mining projects over the years. In our expe-
rience, the key to a successful data mining project is not obtaining some data
and finding a useful pattern in it. Only a small number of our projects have
been unsuccessful in the sense that we could not find anything useful in the
data. More usual reasons for failure are:

• inadequately defined objectives,
• an inadequately thought-out exploitation route for results;
• external factors such as changes in the business environment that make

the objectives of the project no longer relevant, and re-organizations.

To avoid these problems, we spent a lot of effort in the definition and planning
phase of data mining project and have produced our own data mining project
guidelines, in conjunction with Syntegra, BT’s systems integration arm, for
the company to follow.

A commercial data mining application takes more skills and people than
just the data miners; the successful projects are those in which data mining is
just seen as a component of an overall project or system. This tends to focus
the objectives and deliverables of the data mining aspect, and avoids it being
overhyped, if that is possible!
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Data Extraction and Preprocessing

We still experience delays and difficulties in obtaining the necessary data for
projects, particularly if the data is not in a data warehouse. And a lot of effort
is spent preprocessing the data prior to analysis. This is not, however, a severe
problem if planned for.

Our Rule

We have found that the role of the group has changed in recent years. Up
until about a year ago, most of our nonresearch work was data analysis, i.e.,
doing data mining for another part of the company. We still do a lot of this,
but often we find ourselves acting as consultants, advising other parts of the
company about data mining. For example:

• Will data mining alone solve our problem?
• What tools do we need?
• What skills do we need?
• Which tool or supplier should we go with?

This changing role is our response to the increase in demand for data mining
and also the increasing choice of suppliers and tools.

Areas for Improvement in DM Software

The suggestions for improvements to existing DM software concur with those
cited in the literature, for example: integration with relational databases, scal-
ability, etc. Obviously, the onus is not just on the data mining tool developers
to achieve integration, but also major database vendors. Databases should
support operations often used in data mining efficiently, for example, random
sampling.

Several tools suppliers have developed data mining tools, which, it is
claimed, can be used by nonspecialists, often via an easy-to-use interface or
data visualization. While this is certainly an improvement, we believe such
tools will not find a large market of nonspecialists. This is because nonspe-
cialists do not want to have data mining made easy for them – they really do
not want to do data mining at all in a general context – what they want is
to solve their particular problem, be it, targeting their marketing, highlight-
ing potential fraudsters, etc. The likely outcome will be the development of
“vertical” applications for common business problems in particular industry
sectors, in which the data mining element is largely hidden from the user.
Examples include systems designed to highlight customers likely to leave a
mobile telecommunication company for the competition (“churners”), tele-
phony fraud detection, and targeting personalized adverts at Internet users.
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Problem Formation

Problem formulation, along with risk assessment and project planning, is very
important. We spend a lot of time upfront with the customers of our work
working out as well as we can exactly what the business benefit is hoped to
be, and how it will be realized.

DM Lifecycle

We have produced our own guidelines for managing data mining projects,
called M3, for use by BT. It uses a DM lifecycle similar to those in the liter-
ature in Fayyad 1996, but places emphasis on the early stages of a lifecycle:
particularly problem formation, data investigation, risk assessment, feasibility
check, cost-benefit analysis, project planning, role identification, and defining
a clear exploitation route. This can act as a checklist for the analyst where
all the relevant aspects have been covered and provide some tips on pitfalls to
watch out for. For example, the role identification part of M3 defines several
roles that may have to be involved in, and kept committed to, a successful
data mining project: the analyst himself/herself, the domain expert, the data-
base designer/administrator, the customer, the end user, the legal expert, the
system developer, and the data subjects themselves.

19.5.2 Case Study 2: A Service Provider’s View

Arthur Andersen is a global multidisciplinary professional services firm that
helps its clients improve their business performance through assurance and
business advisory services; business consulting; economic and financial con-
sulting; and tax, legal, and business advisory services. Arthur Andersen
Business Consulting in Switzerland offers services and provides implemen-
tations in the areas among others of cost management, revenue enhancement,
activity-based management, performance management, knowledge manage-
ment, transaction systems, collaborative systems, data warehousing, and
OLAP and data mining technologies.

Since we are both a user of data mining software and provider of data
mining solutions, our view includes both aspects: what are the benefits and
application areas of data mining technology as well as directions for improve-
ment for data mining software.

• Interfaces. As for any information processing system, it is important to get
data in and out of the system. The advantage that data mining applications
have is that they are usually built on top of a data warehouse. Hence,
they do not have to provide access to a variety of operational systems,
but just to a database directly. This is to be preferred due to the massive
amounts of data that need to be transferred. However, the information
chain does not stop with the data mining application. It is merely an
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intermediate element. The information that comes out of such a system
has to go either into an operational system, e.g., a mail targeting or a
customer service application, or needs to be passed on to decision takers
as part of a knowledge management framework. The amount of data could
be small – in the case that only the model and some related information
is needed – but more often it will larger – if customer records are to be
augmented with credibility scores or customer segment information. In
the latter case, this data could be written back to the data warehouse
and from there sent to the operational system. By doing this, one could
avoid building special interfaces for the various operational systems. Most
data mining applications are also not intended for knowledge sharing in
contrast to collaborative systems such as electronic mail and Web pages or
management information systems. Hence, models that have been created
in a data mining process such as decision trees or scorecards need to be
further processed electronically to make this information accessible and
usable.

• Model Scoring. Everyone knows about the things that can happen when
one tries to learn a model from large datasets and that can decrease the
quality of the model or even make it useless, like, for instance, over learn-
ing. Especially, when we try to anticipate the customer’s future behavior,
e.g., in churn management or credit scoring, we need to know about the
quality of the model. Some data mining tools that originate in statistical
programs allow model scoring, whereas tools that are more application
driven and are geared toward the end user just offer the model at the end.
Another point is that the need for a data mining applications originated
in a business problem, which was then converted into a data-mining task.
Hence, the score needs to be translated back into terms of the original
business problem. For example, we need to know about the costs of the
errors we will make due to the quality of the model. Data mining works
on historical data; but usually new data is constantly flowing into the
databases. Rebuilding the model and rescoring the model are two different
tasks with different resource consumption. Model scoring could help us to
decide when to rebuild the model.

• Dimensions with Interrelated Values. Some dimensions are not just a col-
lection of values. First of all, there is the time dimension. The fact that
the values in this dimension represent points in time puts them into a
certain order and augments them with an adjacency relation. This gives
them a completely different meaning compared to unrelated values like
customer IDs, company departments, or products. But time is not the
only dimension where we have additional information about its values.
The geographical location is another dimension where values are linked by
an adjacency relationship. We know that certain states are neighbors. This
does not give them an order like it is the case in the time dimension but
this relationship could help in the explanation of certain phenomena. We
also know that countries are composed of smaller administrative districts
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and in turn are located in one of the five continents. This knowledge forms
a hierarchy on top of the values. Likewise, we put customers into customer
segments and products into product groups. Sometimes we could treat this
information as an additional attribute, however, this might not always be
feasible, especially, if the hierarchies do not have clearly identifiable levels.
But this hierarchy puts certain values into a closer relationship than others
and it would only make sense to make use of this information.

• Operational Use vs. Ad hoc Analysis. We see data mining software as the
extension of current decision support systems, such as reporting tools and
OLAP technology. We gain more power in two directions: (1) the range of
questions we can ask the system to answer and (2) the amount of data that
can be processed. Reporting software, especially one that produces paper,
is mainly used for regularly, e.g., monthly, quarterly, or yearly, standard
reports. There are usually only a few different types of reports and they
contain mostly too many details for one user and too few for another. If
such a report gives rise to a question that it cannot answer then there is
need for an ad hoc analysis, which almost always means calling up someone
in IT and have them design and print a special report. OLAP technology
tries to cover both: regularly standard reports and ad hoc queries. By pro-
viding drill-up and -down as well as drill-through functionality it can serve
the users with the right level of detail. Starting from such an electronic
report, the user can furthermore adapt it by slicing and dicing to view
the data in different ways and perform an ad hoc analysis. We believe
that data mining will be used in much like the same ways. There will be
standard applications (runs of data mining algorithms and presentations
of the results) that will be scheduled regularly. This might be a specific
task, which has been designed in a collaborative effort by a business user
and a statistician. The configurations and sets of parameters need to be
stored. We would like to have a user interface where most if not all of the
configuration complexity can be hidden. Another request might be to com-
pare the results of a sequence of such regularly performed applications and
to look at changes over time, like for instance review the changes of the
criteria for grouping customers into segments. On the other hand, there
remains the need for ad hoc analyses. There might be questions arising
from standard applications or we need to prepare and monitor the results
of nonregular actions. Data mining software will have to provide the means
to satisfy both needs.

• Business Templates and Automated Model Selection. After having been oc-
cupied with implementing all the necessary technology for visualizing mul-
tidimensional data and building user interfaces, OLAP software providers
are now taking the next step and delivering templates and shells in order
to reduce the amount of work required to build a solution to a specific
business problem from scratch using a very generic tool. This idea tries to
leverage the underlying commonalties of certain classes of business prob-
lems and to shift work being done several times by several end users or by
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service providers to work being done once by the software producer. Also,
now that much of the technology is implemented in all of the different
OLAP tools, providing business templates could be a market differentia-
tor for a software company. With suppliers of data mining software trying
to add on more and more technology, they still have the focus on the tech-
nology as opposed to the focus on the business problem to solve. However,
we need specific solutions to specific problems. In addition to the problems
of software and user interfaces – something that data mining applications
share with OLAP tools – one also needs to select the right algorithm and
parameters or the right model from a set of runs of potentially different
algorithms. Focusing on a particular business application helps in reducing
the interface problem to few sources and target operational systems. By
drawing on the experiences of business users of the software and combining
them with the expertise that was needed to implement the algorithms for
building business templates, software vendors could help reduce costs and
efforts of implementing data mining. It could not only differentiate them
from other tools that are built on the same technology but also decrease
the likelihood of a user blaming the vendor for failures while using its
software.

• Business Applications. One of the requirements for OLAP software is the
ability to build business applications with a number of pages of differ-
ent standardized views of maybe different data, while hiding most of the
complexity of the underlying technology. These pages include settings of
which dimensions of the data to show at what level of detail, which have
been determined by, for instance, business analysts. This facilitates the use
of the software for nontechnical end users and especially for operational,
regularly, standardized usage. In our opinion, data mining technology will
go in a similar direction. Configurations such as the selection of the algo-
rithm, certain parameters, and the form of representing the results could
be developed through the collaboration of business users and statisticians,
leaving only a few knobs if at all for the standard user. The page could be
extended by other user interface elements such as push buttons or sliders
to provide access to preset configurations or standardized views of the re-
sults. Being able to build business applications with a user interface and
functionality adapted to the end user is, from our point of view, one of the
prerequisites to make data mining technology more accessible to a broader
range of business users. One wish would also be that data mining software
would lay a common ground for communication between business users
and statisticians. For instance, being able to demonstrate the effects of al-
gorithm or parameter selections directly on the user’s data or, on the other
hand, to collectively interpret the results might help the understanding of
each other’s problems. Also by providing means to translate the business
problem into a statistical one and the statistical answer back into a busi-
ness one, the software could facilitate both communities while building
relationship between elements of the business and the statistical world.
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• New Application Areas. Most of data mining technology is applied to cus-
tomer data. One of its characteristics is that it is usually stored in a re-
lational database and that there are a huge number of records. However,
since in the company we also help the customers in the areas of perfor-
mance management and activity-based management, we were wondering
whether this could also be a possible application area. What if there are
a large number of accounts, cost centers, or activities to be analyzed?
We think that even a hundred different positions might be too much to
be dealt with manually. One could, for instance, look at drastic changes
over time, which probably no one would do for one hundred departments.
Furthermore, we think that most of the ideas that have been developed re-
garding customers can also be applied to employees: employee satisfaction
instead of customer satisfaction, employee retention instead of customer
retention, employee profitability instead of customer profitability. Compa-
nies developed bonus programs, as one example, to implement these ideas.
With possibly a large number of employees, this would open up a new
application area.

Finally, we would propose performing data mining on multidimensional data.
Here, the problem is less as regards the number of items per dimension but
more with regard to the number of dimensions. With six of seven dimensions
and only ten items per dimensions we already have one to ten million data
elements. Let us say, we see a drop in revenue. Finding out which product
in which configuration in which packaging sold in which location through
which channel was mostly responsible for this observation might not be easy
and could be time consuming. Furthermore, by only looking at the data on
the top level, the business user might not even notice this event, which he
should probably act upon at all because it is cancelled out by other data it
is aggregated with. Performing multidimensional data mining could again be
combined with business knowledge about the different domain that multidi-
mensional OLAP technology has been applied to.

19.6 Data Mining Supports E-Commerce

Many users of the Internet are aware that each time they connect to an on-line
shopping server, they leave behind a “footprint” in the site’s server logs. The
information contained in this footprint is innocuous, but it can be “mined.”
Data mining is the “non-trivial process of identifying valid, novel, potentially
useful and ultimately understandable patterns in data.” This section outlines
the types of data available for mining, describes operation and limitations of
the mining algorithms, and discusses the marketing and ethical issues that
arise.

A relatively high product and offer equality of the different offers, a
decreasing customer loyalty, a high margin pressure, and the drastically
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increasing globalization are further factors for the fact that the market chances
become more and more narrow.

Web stores that want to guarantee their operators a substantial advantage
over their competitors must be able to efficiently support an individualization
of the mass marketing so far usual. This individualization and personification
in the marketing will become the decisive instrument in the fight for the
customers at the beginning of the new millennium.

The more exactly an offer, a price, a bonus, or a tariff is tailored to the cus-
tomer and the more precise the usage habits, the consumer requirements, the
reaction patterns, and the behavioral features of a customer can be predicted,
the more positive his purchasing reaction in the store will be. The “tailored”
courting and the systematic elimination of “consumer inhibition thresholds”
on the basis of previously created customer profiles will open a completely new
dimension in the Web marketing. The diversification of product and perfor-
mance portfolios and an improved customer relationship management (CRM)
on the basis of asset situations, venturesomeness, payment habits, and con-
sumer behavior will become the driving forces of this new development.

As no other branch of the business else, the e-commerce is predestined to
create the “glassy customer.” As with the field of credit and customer card
purchases, transaction histories can be examined. The analysis results then
flow back to the marketing and form the basis of a selective micro marketing
with an enormous degree of efficiency. Through “enriching” the collected data
stocks with socio-graphical and microgeographical information (e.g., social
background of residential area), the shop operator will allow the shop operator
in the future to obtain even more sales-relevant knowledge on his respective
customers.

Up selling and cross selling potentials (for example: a person who purchases
A will also purchase B in 70% of all cases) can be discovered by means of bas-
ket analyses and can be utilized in sales-increasing manner. The hit quote on
target-group-optimized offering actions (phone call, mail, or e-mail) can be
improved substantially and, thus, unnecessary and cost-intensive “scattering
losses” (e.g., stressed customers leave) can be avoided. With that, the “mar-
keting shotgun” belongs to the past. The customer’s binding to the product
and to the offering enterprise is improved while the sales/distribution costs
are reduced. Leaving-endangered customers or customers who have already
left can be won back, and new customers can be counted more efficiently.
The improvement of sales/traffic ratio must be the objectives of tomorrow’s
e-commerce solutions. With its data mining solutions, the Prudential System
Software is already able to contribute with an essential step in this direction!

19.6.1 Data Mining Application Possibilities in Web Stores

The application possibilities of the data mining in Web stores become particu-
larly clear from those persons’ point of view who operate Web stores each day.
Just at those points where many decisions are presently still made manually,
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a decision-supporting data mining system developed by Prudential Systems
can contribute to an enormous value increase of Web stores. On principle, two
types of administrators operate Web stores: by system administrators and by
business administrators.

The task of the system administrator is to make the basic settings imme-
diately after a store has been installed and to change them later, to create
the design of the store, to release the store front and, possibly, to block it,
to technically maintain the business administration as well as to do database
manipulations.

Business administrators are engaged with the actual business. They process
orders; supervise the inventory; order with suppliers; administer customer ac-
count data; change product offers and descriptions; offer discounts for selected
customers; define customer categories; and cause products to be summarized
in lists, subcategories, categories, and main catalogs. Moreover, they react to
selected, but not ordered baskets with special offers or a new product struc-
ture.

During his work, a business administrator has to make many decisions.
However, the data that would be necessary for these decisions are present in a
form that is not suitable for him. The data mining can fill this gap by the fact
that exactly those decisions are automatically supported, which the business
administrator presently still has to make manually or cannot make at all.

In the store, there is essentially distinguished between customers and prod-
ucts. Products can be summarized in lists, subcategories, categories, and main
catalogs. The summary influences the presentation of the store and, thus, is
relevant for the touch-and-buy behavior of the customers with respect to these
products. However it is made by the business administrator without the possi-
bility to actually consider the behavior of the customers because he does not
have the needed information. Here analyses of the touch-and-buy behavior
can give important hints on the classification.

Moreover the business administrator classifies the customers to form cus-
tomer categories, and customers can assign themselves to profiles. The as-
signments are always made manually without evaluating the behavior of the
customers. So, for example, discounts are allocated manually, and the cus-
tomers manually determine those catalogs and products that they want to
view.

In a big store with many customers, it is surely impossible for the business
administrator to perform the assignments completely or even optimally. More-
over, only a few customers will utilize the possibility to assign themselves to
profiles or they select the wrong profile. Consequently it is required to cause
this assignment process (i.e., the individualization of the store) to be carried
out automatically. The data mining is the philosophy that can and will real-
ize this. The PrudSys ECOMMINER developed by Prudential Systems is the
tool that puts life into this philosophy!
Letting Business Users Loose: In the commercial world, the term data min-
ing has become associated with large, multihundred-thousand dollar projects
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taking several months and requiring the skills of PhD data miners with years
of experience. A business manager wanting to use data mining to gain some
competitive advantage might embark upon a large project and work with
skilled data miners. But this can be cumbersome: large projects require many
rounds of review, assessment of the set of vendors and consultants who offer
products and services, project scooping, possibly buying new hardware, work-
ing with their IT department, etc. It is quite an obstacle. If this situation is
one point on a spectrum, another point at the opposite end would be where
applications already exist within the company that would allow a business
person to mine their easily. The business manager might just point her Web
browser at the site that contains the data and applications for analysis, look
around for a while and discover, perhaps, that the jump in her group’s ex-
penses this quarter is primarily attributable to travel and hiring expenses, or
that the majority of her lost customers were affluent single men who lived
close to her competitor’s store.

Giving power tools to novice business users can be a recipe for disaster –
what if they are pointing the tools at data they do not fully understand? What
if they build a predictive model and accidentally include input variables that
were not all known before the action the model suggests needs to be taken?
What if their data is not clean? And so forth. An experienced data miner is
someone who has learned to use considerable caution and knows how to avoid
pitfalls and traps.

But does this mean we cannot give “data mining” applications to business
users? What if instead of just putting a nice GUI on top of a powerful data
mining tool like a neural network and calling it easy-to-use, we built simpler
analysis methods, whose results were easy to understand? What if the results
were phrased as statements about the existing data, not predictions about
future data that could be misconstrued. What if, instead of a raw tool that
could be turned on any data they happened to have lying around, instead they
had applications that were integrated with a data mart that was constantly
updated with sales and other data sources, and analyses were restricted to use
only data that was known to be clean? These “analysis methods” might look
preposterously simple to expert data miners, yet they might be very useful to
business users.

A robotics professor once asked his class to design a robot to wash dishes.
The inventions that were turned in stretched the technology to its limits:
microsensors and force feedback control to avoid breaking the dishes, vision
systems to see the dirt, and joints with many degrees of freedom to allow
reaching into the sink, wiping the dish, and setting it into the drying rack.
The next day, the professor pointed out that dishwashing machines already
exist, are relatively cheap to manufacture, and work quite well.

Large data mining projects certainly have their place – in some cases small
improvements in a model can result in huge savings, making the investment
easily worthwhile. In other cases, a large project may not be explored due to
lack of resources. If no applications exist to allow an executive or manager to
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look at their business and their data, there may be a huge missed opportunity
cost from their lack of understanding of their business.

19.7 Data Mining for the Retail Industry

The retail industry is a major application area for data mining since it col-
lects huge amounts of data on sales, customer shopping history, goods trans-
portation, consumption and service records, and so on. The quantity of data
collected continues to expand rapidly, especially due to the increasing ease,
availability, and popularity of business conducted on the Web, or e-commerce.
Today, many stores also have Web sites where customers can make purchases
on-line. Some businesses, such as Amazon.com, exist solely on-line, without
any bricks-and-mortar (i.e., physical) store locations. Retails data provide a
rich source for data mining.

A few examples of data mining in the retail industry are outlined as follows.

Design and construction of data warehouses based on the benefits of data min-
ing: Since retail data cover a wide spectrum (including sales, customers, em-
ployees, goods transportation, consumption and services), there can be many
ways to design a data warehouse. The levels of detail to be included may
also vary substantially. Since a major usage of a data warehouse is to support
effective data analysis and data mining, the outcome of preliminary data min-
ing exercises can be used to help guide the design and development of data
warehouse structures. This involves deciding those dimensions and levels that
are to be included and what preprocessing to perform in order to facilitate
quality and efficient data mining.

Multidimensional analysis of sales, customers, products, time, and region:
The retail industry requires timely information regarding customer needs,
product sales, trends and fashions, as well as the quality, cost, profit, and
service of commodities. It is therefore important to provide powerful mul-
tidimensional analysis and visualization tools, including the construction of
sophisticated data cubes according to the needs of data analysis. The mul-
tifeature data cube is a useful data structure in retail data analysis since it
facilitates analysis on aggregates with sophisticated conditions.

Analysis of the effectiveness of sales campaigns: The retail industry conducts
sales campaigns using advertisements, coupons, and various kinds of discounts
and bonuses to promote products and attract customers. Careful analysis of
the effectiveness of sales campaigns can help improve company profits. Multi-
dimensional analysis can be used for this purpose by comparing the amount
of sales and the number of transactions containing the sales items during the
sales period versus those containing the same items before or after the sales
campaign. Moreover, association analysis may disclose which items are likely
to be purchased together with the items on sale, especially in comparison with
the sales before or after the campaign.
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Customer retention-analysis of customer loyalty: With customer loyalty card
information, one can register sequences of purchases of particular customers.
Customer loyalty and purchase trends can be analyzed in a systematic way.
Goods purchased at different periods by the same customers can be grouped
into sequences. Sequential pattern mining can then be used to investigate
changes in customer consumption or loyalty and suggest adjustments on the
pricing and variety of goods in order to help retain customers and attract new
customers.

Purchase recommendation and cross-reference of items: By mining associa-
tions from sales records, one may discover that a customer who buys a partic-
ular brand of perfume is likely to buy another set of items. Such information
can be used to form purchase recommendations. Purchase recommendations
can be advertised on the Web, in weekly flyers, or on sales receipts to help im-
prove customers in selecting items, and increase sales. Similarly, information
such as “hot items this week” or attractive deals can be displayed together
with the associative information in order to promote sales.

19.8 Business Intelligence and Retailing

19.8.1 Applications of Data Warehousing and Data Mining in the
Retail INDUSTRY

The information economy puts a premium on high-quality actionable infor-
mation – exactly what business intelligence (BI) tools like data warehousing,
data mining, and OLAP can provide to the retailers. A close look at the differ-
ent retail organizational functions suggests that BI can play a crucial role in
almost every function. It can give new and often surprising insights about cus-
tomer behavior, thereby helping the retailers meet their ever-changing needs
and desires.

On the supply side, BI can help retailers identify their best vendors and
determine what separates them from not so good vendors. It can give retailers
better understanding of inventory and its movement and also help improve
storefront operations through better category management. Through a host
of analyses and reports, BI can also improve retailers’ internal organizational
support functions like finance and human resource management.

As quite sensitively portrayed in the movie, large chain superstores have
nearly forced small independent retailers to close down. At the same time,
these large retailers have gained considerable power in the supply chain. They
are increasingly dictating terms to the retailers and inventing new ways of
attracting customers. But to hold the customer’s imagination for long has re-
mained an elusive dream. Changing tastes and preferences, increasing compe-
tition, demographic shifts, and the simple “let’s try something new” attitude
have all been blamed for customer disloyalty. No wonder retailers today are
going that extra mile to reach and understand the customer. They are also
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getting their act together by streamlining the supply chain, improving store-
front operations, and actively exploring alternative channels like the Internet.
Technology has played a key role in retailers’ effort to compete in this volatile
market. Sophisticated retailers have quickly evolved from basic automation to
embrace new technologies like CRM, business intelligence, etc. This section
explores the various applications of business intelligence in the retail industry.
Business intelligence refers to a host of technologies like data warehousing, on-
line analytical processing (OLAP), and data mining, which seek to turn data
into actionable information.

19.8.2 Key Trends in the Retail Industry

Rise of superstores: Last two decades has seen the phenomenal rise of the
“Chain of superstores” in both the US and Europe. Growing consolidation
and globalization in the sector have seen the bargaining power of the retailer
increase in the supply chain. We believe that in order to counter saturated
domestic markets and increasing competition, leading superstores would con-
tinue to expand globally. WalMart acquired Britain’s third largest supermar-
ket chain ASDA, to establish itself in Europe. Similarly the grocery giant
Safeway has significant presence in both the US and UK.
Customer Relationship Management as a key driver: Smart retailers have re-
oriented their business around the customer. In the mad rush to acquire new
customers, they have realized it is equally important to retain the existing
ones. Increased interaction and sophisticated analysis techniques have given
retailers unprecedented access to the mind of the customer; and they are us-
ing this to develop one-to-one relation with the customer, design marketing
and promotion campaigns, optimize store layout, and manage e-commerce
operations. For example Safeway uses its ABC loyalty card to record each
customer’s individual transactions. This coupled with other relevant data
has given Safeway tremendous knowledge about customer buying patterns –
knowledge that has significantly helped in augmenting customer loyalty.
Supply Chain Management as a key driver: Increasingly retailers are handling
their inbound logistics by setting up their own distribution networks. We be-
lieve that a vital criterion for success in future would be the ability to harness
worldwide distribution and logistics network for purchasing. This global sup-
ply chain should ensure high levels of product availability that consumers
want to buy.
Rise of Online Retailing: Some say that the Internet will completely change
the face of retailing; others believe that the “touch and feel” factor would
ultimately dominate and the Net will have only a marginal impact on the
shopping behavior. Probably the truth lies somewhere in between. But one
thing is sure – online retailing is here to stay. Many retailers realized that
and have rushed to start their own e-commerce Web site. We believe that the
key to success would be the effectiveness with which retailers integrate the
Internet with their existing business model.
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19.8.3 Business Intelligence Solutions for the Retail Industry

Business Intelligence (BI) refers to the ability to collect and analyze huge
amount of data pertaining to the customers, vendors, markets, internal
processes, and the business environment. A data warehouse is the corner stone
of an enterprise-wide business intelligence solution; various analytical (OLAP)
and data mining tools are used to turn data – stored in the data warehouse –
into actionable information.

Delivering Customer Value

Figure 19.1 illustrates the different functions in a typical retail organization.
Customer relationship management (CRM) forms the focal point from where
the vital insights gained about the customers – using BI tools – are absorbed
in the entire organization. BI also plays a critical role in all the other retail
functions like supply chain management, store front operations, and channel
management. This chapter is an introduction to the various BI applications in
the different functions in the retail organization, including support functions
like finance and human resources.

Customer Relationship Management

The CRM strategy should include:

(a) Operational CRM: Automating interaction with the customers and sales
force, and

(b) Analytical CRM: Sophisticated analysis of the customer data generated
by operational CRM and other sources like POS transactions, Web site
transactions, and third-party data providers.

A typical retail organization has a huge customer base and often customer’s
needs are fairly differentiated. Without the means to analyze voluminous cus-
tomer data, CRM strategy is bound to be a failure. Hence, we believe that
analytical CRM forms the core of a retailer’s customer relationship strategy.

Enterprise
Management

Human
Resource

Management

Finance and Fixed
Asset Management

Customer Relationship Management

Supply Chain
Management &
Procurement

Store Front
operations

Altermative Sales
Channels: Internet

Interactive TV
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Fig. 19.1. Retail Organization
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Marketing and sales functions are the primary beneficiaries of analytical
CRM and the main touch points from where the insights gained about the
customer is absorbed in the organization.

Analytical CRM uses the key business intelligence tools like data ware-
housing, data mining, and OLAP to present a unified view of the customer.
Following are some of the uses of analytical CRM:
Customer Segmentation: Customer segmentation is a vital ingredient in a
retail organization’s marketing recipe. It can offer insights into how different
segments respond to shifts in demographics, fashions, and trends. For example
it can help classify customers in the following segments

• Customers who respond to new promotions
• Customers who respond to new product launches
• Customers who respond to discounts
• Customers who show propensity to purchase specific products

Campaign/Promotion Effectiveness Analysis: Once a campaign is launched
its effectiveness can be studied across different media and in terms of costs
and benefits; this greatly helps in understanding what goes into a successful
marketing campaign. Campaign/promotion effectiveness analysis can answer
questions like:

• Which media channels have been most successful in the past for various
campaigns?

• Which geographic locations responded well to a particular campaign?
• What were the relative costs and benefits of this campaign?
• Which customer segments responded to the campaign?

Customer Lifetime Value: Not all customers are equally profitable. At the
same time customers who are not very profitable today may have the poten-
tial of being profitable in future. Hence it is absolutely essential to identify
customers with high lifetime value; the idea is to establish long-term relations
with these customers. The basic methodology used to calculate customer life-
time value is – deduct the cost of servicing a customer from the expected
future revenue generated by the customer, add to this the net value of new
customers referred by this customer, and discount the result for the duration
of the relationship. Though this sounds easy, there are a number of subjective
variables like overall duration of the customer’s relation with the retailer, gap
between intermediate cash flows, and discount rate. We suggest data mining
tools should be used to develop customized models for calculating customer
lifetime value.
Customer Loyalty Analysis: It is more economical to retain an existing cus-
tomer than to acquire a new one. To develop effective customer retention
programs it is vital to analyze the reasons for customer attrition. Business
intelligence helps in understanding customer attrition with respect to various
factors influencing a customer and at times one can drill down to individual
transactions, which might have resulted in the change of loyalty.
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Cross Selling: Retailers use the vast amount of customer information available
with them to cross sell other products at the time of purchase. This effort is
largely based on the tastes of a particular customer, which can be analyzed
using BI tools based on previous purchases. Retailers can also ‘up sell’ – sell
more profitable products – to the customer at the time of contact.

Product Pricing: Pricing is one of the most crucial marketing decisions taken
by retailers. Often an increase in price of a product can result in lower sales
and customer adoption of replacement products. Using data warehousing and
data mining, retailers can develop sophisticated price models for different
products, which can establish price–sales relationships for the product and
how changes in prices affect the sales of other products.

Target Marketing: Retailers can optimize the overall marketing and promo-
tion effort by targeting campaigns to specific customers or groups of cus-
tomers. Target marketing can be based on a very simple analysis of the buying
habits of the customer or the customer group; but increasingly data mining
tools are being used to define specific customer segments that are likely to
respond to particular types of campaigns.

Supply Chain Management and Procurement

Supply chain management (SCM) promises unprecedented efficiencies in in-
ventory control and procurement to the retailers. With cash registers equipped
with bar-code scanners, retailers can now automatically manage the flow of
products and transmit stock replenishment orders to the vendors. The data
collected for this purpose can provide deep insights into the dynamics of the
supply chain. However, most of the commercial SCM applications provide
only transaction-based functionality for inventory management and procure-
ment; they lack sophisticated analytical capabilities required to provide an
integrated view of the supply chain. This is where data warehousing can pro-
vide critical information to help managers streamline their supply chain. Some
of the applications of BI in supply chain management and procurement are:

Vendor Performance Analysis: Performance of each vendor can be analyzed
on the basis of a number of factors like cost, delivery time, quality of products
delivered, payment lead time, etc. In addition to this, the role of suppliers in
specific product outages can be critically analyzed.

Inventory Control (Inventory levels, safety stock, lot size, and lead time analy-
sis): Both current and historical reports on key inventory indicators like inven-
tory levels, lot size, etc. can be generated from the data warehouse, thereby
helping in both operational and strategic decisions relating to the inventory.

Product Movement and the Supply Chain : Some products move much faster
off the shelf than others. On-time replenishment orders are very critical for
these products. Analyzing the movement of specific products – using BI tools –
can help in predicting when there will be need for reorder.
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Demand Forecasting : It is one of the key applications of data mining. Com-
plex demand forecasting models can be created using a number of factors
like sales figures, basic economic indicators, environmental conditions, etc. If
correctly implemented, a data warehouse can significantly help in improving
the retailer’s relations with suppliers and can complement the existing SCM
application.

Storefront Operations

The information needs of the store manager are no longer restricted to the
day-to-day operations. Today’s consumer is much more sophisticated and she
demands a compelling shopping experience. For this the store manager needs
to have an in-depth understanding of her tastes and purchasing behavior.
Data warehousing and data mining can help the manager gain this insight.
Following are some of the uses of BI in storefront operations:

Market Basket Analysis: It is used to study natural affinities between prod-
ucts. One of the classic examples of market basket analysis is the beer–diaper
affinity, which states that men who buy diapers are also likely to buy beer.
This is an example of “two-product affinity.” But in real life, market basket
analysis can get extremely complex resulting in hitherto unknown affinities
between a number of products. This analysis has various uses in the retail or-
ganization. One very common use is for in-store product placement. Another
popular use is product bundling, i.e., grouping products to be sold in a single
package deal. Other uses include designing the company’s e-commerce Web
site and product catalogs.

Category Management: It gives the retailer an insight into the right number of
SKUs to stock in a particular category. The objective is to achieve maximum
profitability from a category; too few SKUs would mean that the customer is
not provided with adequate choice, and too many would mean that the SKUs
are cannibalizing each other. It goes without saying that effective category
management is vital for a retailer’s survival in this market.

Out-Of-Stock Analysis : This analysis probes into the various reasons resulting
into an out-of-stock situation. Typically a number of variables are involved
and it can get very complicated. An integral part of the analysis is calculating
the lost revenue due to product stock out.

Alternative Sales Channels

The success of a retailer in future would depend on how effectively it manages
multiple delivery channels like the Internet, interactive TV, catalogs, etc. A
single customer is likely to interact with the retailer along multiple channels
over a period of time. This calls for an integrated strategy to serve the cus-
tomer well, which requires smooth flow of information across channels. To
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ensure smooth flow of information customer data needs to be collected from
different channels in one data warehouse. Customer relationship strategy can
then be built around this customer-centric data warehouse. We have already
seen how analytical CRM can provide analyses over the centralized data ware-
house. In this section we explore how data warehousing and data mining can
improve the effectiveness of a channel.
E-Business Analysis: The Internet has emerged as a powerful alternative
channel for established retailers. Increasing competition from retailers oper-
ating purely over the Internet – commonly known as “e-tailers” – has forced
the “bricks and mortar” retailers to quickly adopt this channel. Their success
would largely depend on how they use the Net to complement their exist-
ing channels. Web logs and information forms filled over the Web are very
rich sources of data that can provide insightful information about customer’s
browsing behavior, purchasing patterns, likes and dislikes, etc. Two main types
of analysis done on the Web site data are:
Web Log Analysis: This involves analyzing the basic traffic information over
the e-commerce Web site. This analysis is primarily required to optimize the
operations over the Internet. It typically includes following analyses:
Site Navigation: An analysis of the typical route followed by the user while
navigating the Web site. It also includes an analysis of the most popular pages
in the Web site. This can significantly help in site optimization by making it
more user friendly.
Referrer Analysis: An analysis of the sites, which are very prolific in diverting
traffic to the company’s Web site.
Error Analysis: An analysis of the errors encountered by the user while navi-
gating the Web site. This can help in solving the errors and making the brows-
ing experience more pleasurable.
Keyword Analysis: An analysis of the most popular keywords used by various
users in Internet search engines to reach the retailer’s e-commerce Web site.
Web Housing: This involves integration of Web log data with data from other
sources like the POS transactions, third-party data vendors etc. Once the
data is collected in a single customer-centric data warehouse, often referred
to as Web house, all the applications already described under CRM can be
implemented. Often a retailer wants to design specific campaigns for users
who purchase from the e-commerce Web site. In this case, segmentation and
profiling can be done specifically for the e-customers to understand their needs
and browsing behavior. It can also be used to personalize the content of the
e-commerce Web site for these users.
Channel Profitability: Data warehousing can help analyze channel profitabil-
ity, and whether it makes sense for the retailer to continue building up ex-
pertise in that channel. The decision of continuing with a channel would also
include a number of subjective factors like outlook of key enabling technolo-
gies for that channel. For example m-commerce, though not a very profitable
channel today, has the potential to be a major alternative channel in the years
to come.
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Product–Channel Affinity: Some product categories sell particularly well on
certain channels. Data warehousing can help identify hidden product-channel
affinities and help the retailer design better promotion and marketing cam-
paigns.

Enterprise Management

This typically involves the various activities performed by the top manage-
ment; and the role of data warehousing and data mining is to provide the
top management with reports and analyses to meet their decision-making
requirements. One possible BI application in this area is:

Dashboard Reporting on KPIs: Key performance indicators like contribution
margin, response rate, campaign costs, customer lifetime value can be pre-
sented in dashboard reports to the top management to facilitate decision-
making process. Also alerts can be triggered if any KPI reaches a predefined
threshold level. These reports can incorporate retail industry benchmarks,
provided by third-party researchers, which can be used as threshold levels for
various KPIs.

Human Resources

Data warehousing can significantly help in aligning the HR strategy to the
overall business strategy. It can present an integrated view of the workforce
and help in designing retention schemes, improve productivity, and curtail
costs. Some BI applications in HR are:

Human Resource Reports/Analytics: Reports and analysis can be generated
to support an integrated view of the workforce. Various analyses include staff
movement and performance, workforce attrition by store, workforce perfor-
mance by store, compensation and attrition, and other customized analyses
and reports. The HR data can be integrated with benchmark figures for the in-
dustry and various reports can be generated to measure performance vis-a-vis
industry benchmarks.

Manpower Allocation: This includes allocating manpower based on the de-
mand projections. According to the seasonal variation in demand, temporary
manpower can be hired to maintain service levels. The demand levels vary
within one working day also, which can be used to allocate resources accord-
ingly.

HR Portal: Employers need to maintain accurate employee data, which can
be viewed by the employees for information relating to compensation, benefits,
retirement facilities, etc. Payroll data can be integrated with data from other
human resource management applications in the HR data warehouse. This
data can then be circulated within the organization through the HR portal.
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Training and Succession Planning: Accurate data about the skill sets of the
workforce can be maintained in the data warehouse. This can be used to
design training programs and for effective succession planning.

Finance and Fixed Asset Management

The role of financial reporting has undergone a paradigm shift during the last
decade. It is no longer restricted to just financial statements required by the
law; increasingly it is being used to help in strategic decision making. Also,
many organizations have embraced a free information architecture, whereby
financial information is openly available for internal use. Many analytics de-
scribed till now use financial data. Many companies, across industries, have
integrated financial data in their enterprise wide data warehouse or estab-
lished separate financial data warehouse (FDW). Following are some of the
uses of BI in finance:

Budgetary Analysis: Data warehousing facilitates analysis of budgeted versus
actual expenditure for various cost heads like promotion campaigns, energy
costs, salary, etc. OLAP tools can provide drill down facility whereby the
reasons for cost overruns can be analyzed in more detail. It can also be used
to allocate budgets for the coming financial period.

Fixed Asset Return Analysis: This is used to analyze financial viability of
the fixed assets owned or leased by the company. It would typically involve
measures like profitability per square foot of store space, total lease cost vs.
profitability, etc.

Financial Ratio Analysis: Various financial ratios like debt–equity, liquidity
ratios, etc. can be analyzed over a period of time. The ability to drill down
and join inter-related reports and analyses, provided by all major OLAP tool
vendors, can make ratio analysis much more intuitive.

Profitability Analysis: This includes profitability of individual stores, depart-
ments within the store, product categories, brands, and individual SKUs. A
major component of profitability analysis is the costs incurred by stores/
departments and the cost of acquiring, storing, and allocating shelf space to
particular product categories, brands, or SKUs. It goes without saying that
profitability analysis has an extremely universal appeal and would be required
by other groups within the retail organization.

19.9 Summary

In many business settings the comprehensibility of the analyses as well as the
degree of validation against known relationships help enhance the perception
of the data mining activity, thus creating an environment where this new
technology can take root. The success of data mining does not solely depend
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on the quality of new algorithms, but also on the usability, comprehensibility,
and degree of domain-specific knowledge integrated in the tool.

Data mining and analytics in general demand complex set of skills: busi-
ness, statistics, databases, operations systems. CDMS, the DM Metadata, is
a natural platform for sharing those skills and it helps to avoid duplications
of effort.

This section discussed so far data mining in the area of customer relation-
ship management for customer segmentation and customer retention analysis
as well as for credit scoring. Industries in which this technology is tradition-
ally applied are those that collect customer data for the purpose of billing.
They have always been required to store this data and, thus, can make use of
it without introducing new operational systems beforehand. We have helped
banks, insurances, and Internet service providers. More and more industries
are obtaining customer data while implementing information systems for mar-
keting, sales, and customer service. Besides that, every company could benefit
from data mining technology applied to the analysis of costs and revenues,
activities and processes, and its performance in general.

Retailers are known for innovation. The most innovative retailers of today
are those who are using business intelligence to gain sustained competitive
advantage. These retailers have also realized that BI can be used strategically
only when it is implemented with utmost care and complete support from
the top management. We believe that unless all the user groups are consulted
and the objectives clearly defined, BI solution cannot be a success. Also, like
any other technology solution, BI cannot exist in vacuum. We strongly believe
that it is just a means to an end. The wisdom, gathered by analyzing huge
amount of data, should reach every corner of the retail organization. The end
objective is to convert this wisdom into effective action. And for this the entire
organization should be able to leverage the business intelligence network. Thus
the chapter involved various case studies and discussed how data mining is
suitable for banking and commercial applications.

19.10 Review Questions

1. With a case study, explain how distributed data mining provides a solution
in banking.

2. What are the factors that led to data mining technology at the Bank?
3. Explain CDMS – centralized data mining solution.
4. Explain how data mining is used in various commercial applications.
5. State the basics of decision support system.
6. On what basis do the decision-making challenges arise?
7. How does the data mining supports e-commerce and retail industries?
8. What are the applications of data warehousing and mining in the retail

industry?
9. What are the key trends in retail industry?

10. Write a short note on enterprise management.
11. Write a short note on finance and fixed asset management.
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Data Mining for Insurance

Objectives:

• Data mining is a “horizontal” technology, it can be applied in a wide
range of enterprises to continuously improve business decision making.
Innovation is the order of the day in the insurance industry as providers
grapple with a range of business challenges.

• Data mining can be applied to evaluate and refine the business rules and
processes that form the basis of their underwriting polices.

• The high-level “pitch” for data mining in insurance underwriting is that
consistently having a sound understanding of underlying patterns, trends,
and relationships that impact on strategic and operational success ahead
of industry peers, and acting on these findings, can enable a sustainable
advantage in competitive markets.

• The distinct benefit of data mining is its ability to reveal patterns and
relationships in large volumes of data and generate a range of predictors
with specified confidence levels – that is of special relevance to those tasked
with the underwriting function in insurance businesses.

• The internal data resources used by the leading insurers can be used to
streamline, improve, and target their business processes where premium/
pricing constraints are real and enduring, lowering their effective delivery
cost of their insurance products and their total cost of risk, and enabling
the pursuit of specific profitable subcategories of risk in areas of business
that were formerly “out of bounds.”

• Business intelligence (BI) forms the most critical component of claims
management, helping in fraud detection and claims estimation. On the
asset management side, it can lower the insurer’s risk through sophisticated
risk models developed using data mining tolls.

• The insurance industry is totally dependent on the ability to convert raw
data into intelligence – intelligence about customers, markets, competi-
tors, and business environment. Over the years data processing technology
has progressed phenomenally and tools like data warehousing, OLAP, and
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data mining, which constitute the cornerstone of an effective business in-
telligence (BI) environment, have been widely accepted across industries.

• The insurance industry is extremely divided in its adoption of business
intelligence environment based on technologies like data warehousing,
OLAP, and data mining. Efficiently gathering the information require-
ments of all the user groups is thus extremely critical for the success of
any data warehouse.

Abstract. In this section, the application of business intelligence tools like data
warehousing, OLAP, and data mining in insurance and insurance underwriting de-
cision support systems are presented.

In this section we explore background trends and concepts relevant to the insur-
ance underwriting process and overview specific areas where we believe data mining
technology can be deployed to improve certainly and efficiency – two important
business objectives to insurers at this stage in the industry’s evolution.

As customers know, data mining involves the application of technology, relevant
business knowledge, and a creative approach to problem solving, to the achieve-
ment of defined business objectives. Since data mining has inherently “horizontal”
technology, it can be applied in a wide range of enterprises to continuously improve
business decision making. Innovation is the order of the day in the insurance in-
dustry as providers grapple with a range of business challenges. We suggest that
the innovation use of data mining technology in the underwriting process is an area
worth exploring.

The insurance industry is totally dependent on the ability to convert raw data
into intelligence – intelligence about customers, markets, competitors, and business
environment. Over the years data processing technology has progressed phenome-
nally and tools like data warehousing, OLAP, and data mining, which constitute the
cornerstone of an effective business intelligence (BI) environment, have been widely
accepted across industries. However, insurance companies have been relatively slow
in adopting these tools, primarily because of lack of competition due to protective
regulations. But now, they can no longer afford to be complacent as the Internet,
deregulation, consolidation, and convergence of insurance with other financial ser-
vices are fast changing the basic structure of the industry.

20.1 Insurance Underwriting: Data Mining
as an Underwriting Decision Support Systems

Persistent overcapacity in the insurance industry has reached the point where
more competition on price would be suicidal for carries. This inability to
make further concessions on price has shifted the locus of competition to the
quality of products and services being offered. Lowering the total cost of risk
will require more than simple price cutting. To increase revenues, insurers,
reinsurers, and brokers will need to add value to their clients by:

• Enhancing ancillary services such as risks control and claims handling.
• Customizing products for individual industries and individuals clients.
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• Finetuning of existing products or developing new ones to address emerg-
ing and nontraditional risks.

20.1.1 Data Mining and Insurance: Improving the Underwriting
Decision-Making Process

The discussion on business applications of data mining technology in this
section is industry specific (insurance). We focus on a core competency and
critical business process for insures (underwriting) – a domain with clearly
defined “business rules.” These business rules are typically developed using
traditional statistical tools and methodologies (actuarial analysis), codified
for further reference and guidance (an underwriting manual or polices), and
administered by highly skilled professionals (underwriters). These profession-
als apply judgment and discretion, based on their training and experiences,
to obtain defined business objectives (an underwriting break-even or profit
position at the lowest possible cost to insured and at the lowest possible risk
to the insurer).

At ANGOSS Software Corporation they market the data mining solutions
as enabling technology that “help businesses make better business decisions
every day.” This discussion is meant to be informative and illustrative of
the broader ways data mining technology can be used to optimize (validate,
debunk, and refine) the core business rules that guide decision making in
many industries. Many of the underlying concepts and approaches outlined
in this section apply equally to the core processes of banking, telecom, retail,
and other enterprises. This discussion assists the insurance users in generating
dialog, within their companies, about areas where data mining can be applied
to evaluate and refine the business rules and processes that form the basis of
their underwriting polices.

The approach is not rocket science, but we think it involves more than
simply actuarial science; at least as traditionally understood and practiced
by actuaries in large insurance organizations. Hopefully, the readers will find
some of the themes and ideas presented here useful, regardless of their industry
background. We were warned never to watch how sausages and laws are made.
Some would say the same thing about decision making in large organizations.

“Gut instinct” and “tribal knowledge” have always played an important
role in business decision making for companies large and small. With govern-
ment oversight and “following the market leader” becoming less important in
insurance and elsewhere, most businesses are finding far broader flexibility to
chart their own course.

Increasingly, business decision makers face the task of absorbing, analyz-
ing, and acting on the knowledge contained in their own data, as well as in
external data sources relevant to their particular business. This intuitively
obvious cliche has been overworked by “big ticket” sellers of technology in
such areas as “data warehousing,” “enterprise relationship management,” and
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“knowledge management,” but it is understood by most businesses to be of
central and growing importance to their business success.

Properly managing and executing projects revolving around data analysis
often seems like a Herculean task – fraught with bureaucracy, political risk,
and uncertain business outcomes. This is why advocates of data mining in
operational systems – especially “core competency” zones like insurance un-
derwriting – must make sure their course is well charted early on, by engaging
senior executives, and proceeding incrementally to define and consistently
achieve or exceed stated business objectives.

The high-level “pitch” for data mining in insurance underwriting is that
consistently having a sound understanding of underlying patterns, trends, and
relationships that impact on strategic and operational success ahead of indus-
try peers, and acting on these findings, can enable a sustainable advantage in
competitive markets. In this respect, equipping underwriters with the more
flexible, automated decision support systems data mining enables is good
business – it is driven by the recognition that the underwriting process itself
is undergoing fundamental stress and change as insurers seek to evolve their
businesses.

The “fear” is that others may already be doing what the organization’s
structure prevents from achieving. Despite the industry noise, moving incre-
mentally is a very sound approach – but movement is strongly advised! And
do not accept arguments that “data quality” problems exist, that “data” is
not available, that “we don’t need to do this,” or “we are already doing this.”
The “data” is not the obstacle; organizational complacency is.

Even for many large organizations, underwriting decisions are still driven
largely by imperfect knowledge, fixed underwriting policies and procedures
that resemble sledgehammers more than scalpels, and ultimately the “gut
instinct” of underwriters seeking to maintain existing business and win share
in a soft and highly competitive market.

ANGOSS Corporation Customers knows that data mining technology – at
its most simplistic level of use – is a flexible and affordable business decision
support tool. Data mining technology enables users to explore internal and
external data sources, in the context of defined business objectives, to achieve
deeper understanding of the underlying drivers of their business success.

When properly understood and used, data mining technology can help
enterprises chart their business course aggressively, with higher confidence in
more certain outcomes. It is this distinct benefit of data mining – its ability to
reveal patterns and relationships in large volumes of data and generate a range
of predictors with specified confidence levels – that is of special relevance to
those tasked with the underwriting function in insurance businesses.

Insurance companies, like others, face major challenges in their core busi-
ness as we move through the next decade. The following are some of the
relevant trends and developments:
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• Increased competition among insurers in both traditional “commodity”
lines (automobiles, life and home owners’ policies) and more complex in-
surance products (commercial P&C, workers’ compensation, and benefits)
for market share.

• Mergers, divestments of entire lines of business, and “demutualization” are
preludes to further industry consolidation, rationalization, and specializa-
tion.

• Increasing dependence among insures on investment gains (rather than
returns from the underwriting process) for bottomline earnings growth.

• Increased capital flows from external sources to reinsurance markets, low-
ering margins (and profitability) of this business to existing insurers.

• Emergence of technologically savvy “dot com” competitors for certain in-
surance business lines and insurance functions.

• Repositioning of major insurers around “core competencies” (lines/
functions/outsourcing/“back office” services provision)

• Distribution/channel challenges (managing captive versus independent
brokers and agents in an “on-line” business environment)

• The shifting of “insurance intermediaries” (third-party claims administra-
tors, consultants, brokers, adjusters, and data source providers) to tech-
nologically more advanced on-line delivery and fulfillment systems more
closely integrated with insurers own front- and back-office systems.

Despite relatively high levels of profitability, substantial reserves, and limited
catastrophic losses in recent years, insurers are collectively fighting – and
largely losing – decades old battle to regain lost profitability in their core
underwriting business. So where does data mining fit in to all this?

An insurer chooses to accept a given risk because it can find a set of
“terms” on which the particular risk can be assumed and the business can be
profitably written. These terms comprise four general types: premium rates,
policy provisions, the hazard presented in the risk, and the related reinsurance
arrangement. As we move forward “risk” is coming to mean not only tradi-
tional hazards but broader organizational risks – political, trade, financial,
and strategic risks formerly outside of the purview of insurance.

The underwriting process is central to the acceptance of any risk – and
the defining and documenting of the terms of that acceptance. Underwriting
is typically not a “no” decision but rather a “yes, but” decision. The “but”
part of the equation – being the terms of acceptance – is a dynamic and
continuously evolving process based – among other things – on consideration
of all available relevant (past) data, which may impact on the advisability and
cost of assuming a given risk.

In large measure, traditional actuarial analysis – based predominantly on
benchmark indicators (such as mortality and morbidity analyses in life and
benefits domains) and on the shared information or “collective” tribal knowl-
edge flowing from industry wide statistics (advisory ratings, aggregate loss
data and the like) has been used to define “underwriting procedures.”
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Everyone appreciates how far insurers have come since the early days at
Lloyds where risks were formally presented for endorsement and acceptance,
but few truly appreciate how far. As the concept of risk broadens to encom-
pass new kinds of risk financing and risk control, an ever-broadening range of
data from disparate sources can be found to impact on the entire insurance
underwriting process – increasingly in real time! One ANGOSS customer ex-
plored a range of social, political, and economic indicators in the context of a
dependent variable of “political insurrection” to seek predictors of instability.
Lunacy? Or an enlightened attempt to define underwriting parameters for
political risk insurance?

And though business in the “front office” at Lloyds may appear to be con-
ducted in much the same fashion, as it was hundreds of years ago, times
have definitely changed for tomorrow’s leaders in the insurance industry.
Leaving aside the technology hype, modern database technologies, as well as
“e-business” and supporting infrastructure technologies represent en entirely
new kind of “plumbing” – an on-line, real-time “digital nervous system” for
the 21st century.

All of these technologies combine to offer exponentially greater intercon-
nectedness and data sharing for insurers and the intermediaries they interface
with at an operational level. This connectedness enables a breadth, depth,
and speed of analysis – both of internally generated and externally sourced
data – that is far more substantial than was considered possible even a decade
ago. And good data mining software loves large volumes of data!

Leading insurers (and they are not always – or perhaps even often – the
largest ones) know that by making investments in these infrastructure tech-
nologies they will be able to achieve substantially greater operational effi-
ciency, while building up substantial internal data resources. These resources
can be used to streamline, improve, and target their business processes where
premium/pricing constraints are real and enduring, lowering their effective de-
livery cost of their insurance products and their total cost of risk, and enabling
the pursuit of specific profitable sub-categories of risk in areas of business that
were formerly “out of bounds.”

Examples of enabling technologies that “set the stage” for data mining are
rich and varied. They include:

Wireless connectivity to databases, enabling sales agents, claims adjusters,
loss control experts and other intermediaries in the field to transmit data
to and from their “host” insurer in close to real time. The Internet itself,
which enables a range of interactions – “personalization” of information on
the customer side, “self-service” investigation of pricing and product options,
“self-reporting” by submitting applications and ongoing information, and
ultimately, the “binding” of a broader range of insurance contracts to cus-
tomers in near-real time.

The flexibility, scalability, performance, and declining cost of modem data-
base systems from major vendors like Microsoft, IBM, and Oracle – and the
solutions of thousands of application vendors supporting predominantly the
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Microsoft database environment – provide unprecedented levels of flexibility
in constructing, linking, and analyzing databases quickly and efficiently. Se-
cure payment, funds transfer, outsourced third-party claims administration,
and other technology improvements enable more efficient – but still integrated
– administration, settlement, and analysis of payments and claims experience.

20.1.2 What does an Insurance Underwriter Do?

Underwriter as Gatekeeper

Few outside the insurance business have a full appreciation of the technical,
legal, political, and practical skill set that defines the role of an underwriter
in an insurance business. In general underwriters are tasked with the respon-
sibility of assessing – accepting, rejecting, and revising – insurance contracts
that the insurer’s distribution channels and marketing systems bring forward
for consideration.

In this sense they are the “gatekeeper” of the insurer’s core business. Their
primary goal is to achieve stability of results – particularly the avoidance
of wide variations in annual loss ratios – while making adequate protection
available to customers at the lowest possible cost. Expressed as a business
equation, the revenues derived from insurance premiums should meet or ex-
ceed the amount paid out on account of claims, the expenses of securing and
administrating their book of business, and enable a profit contribution to the
insurer.

Few inside the industry responsible for overseeing the underwriting func-
tion fully appreciate how technology is changing and will continue to change
the underwriting process. Underwriting decisions traditionally made with
“sober reflection” must now be made for competitive reasons in closer to
real time with no sacrifice of certainty in outcome. Technology and business
imperatives will require that underwriters’ reliance on their experience and
knowledge of the “rules” must give way to a more flexible but still certain
business environment where underwriting rules – permitted risk categories,
rating structures, specific, specific terms, and the like – may change rapidly
and continuously.

As noted by Marsh & McLennan, within the constraints of government
regulation (and subject to the “suicidal” impulses of insurers seeking to ex-
pand market share without regard to underwriting costs and losses) traditional
“ratings” or sledge hammer approaches to broad classes and categories of risk
will increasingly be replaced by customized insurance solutions tailored as
to terms to specific customer types and specific industry requirements. Iron-
ically, this objective runs counter to traditional underwriting approaches of
diversifying and spreading risk. As a result, the “underwriting procedures
manual” of the future is far more likely to be a complex series of nested busi-
ness rules compiled electronically and continuously optimized and updated for
“risk blending” to reflect an insurer’s analysis and knowledge of all relevant
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data to the risk being underwritten and managed across its entire organiza-
tion.

The traditional approach of basing underwriting decisions on the “law of
averages” through time, is being replaced by the recognition that (to para-
phrase Keynes) in the long run, insurers operating solely on the “law of av-
erages” will be out of business. The flexibility of modern technology makes
far more rapid (and informed) adjustment and optimization of underwriting
business rules possible. Within the remaining regulatory and self-regulatory
constraints insurers face, the proactive leaders in the industry will seize on
these developments for competitive advantages.

General Principles of Underwriting

In opposition to the underwriter’s goal of achieving stability and profitabil-
ity is the fundamental principle of “adverse selection” found throughout the
field of insurance – the tendency of insurance applicants in many categories
to include a preponderance of “poorer than average for class” risks. Adverse
selection arises because of both moral and other hazards – the tendency of
those most likely to avail themselves of insurance to seek it out. In performing
his or her role and mindful of this fundamental touchstone of risk, an under-
writer seeks to achieve fundamental objectives linked to sound underwriting
principles. These include:

• Spreading of risk, by committing the insurer to as many different and
distinct risks as possible so as to permit the “law of averages” to apply.

• Uniformity of application, by pursuing a coherent enterprise-wide under-
writing policy that is designed to achieve predictability and certainty of
results across the organization.

• Continuity of risk, by ensuring that the insurer develops a “seasoned”
portfolio of business so that the “law of averages” has the time to work.

• Blending of risk, by taking on within each class/type of commitments
underwritten by the insurer a sufficient number of commitments of similar
type to produce stability of results.

Information Sources

As part of the process of reviewing and defining the terms for any risk, an
underwriter, theoretically at least, has available a range of internally and
externally sourced data, including applicant-supplied information, through
basic application and other information submitted on an ongoing basis.

Insurer-maintained information, obtained through sales representatives
(reports and recommendations), claims administration information, informa-
tion on the covered risk (such as zoning, construction, municipal building code,
and similar information on properties), and “site-specific” information (from
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adjusters, loss prevention experts, brokers, benefits consultants, and other in-
termediaries involved in the insurance process), third-party-sourced informa-
tion, from external data sources such as third-party administrators, as well as
private reporting sources such as Dun & Bradstreet, Experian, Claritas, Acx-
iom, and other providers. Industry information provided by insurance bureaus
and self-regulatory organizations, including “experience statistics,” advisory
rates, and other “ratemaking” data such as trends, equilibrium, and expense
factors, and permissible loss costs.

Government information, including data made available to the insurance
industry as part of the insurance regulatory process and data made more
generally available such as census data, economic performance indicators and
the like. This has always been the case. However, in practical terms, and in
the absence of fully integrated systems enabling rapid access to and linking
of all potentially relevant data, insurers have relied quite heavily on imper-
fect knowledge to complete such analysis and codify procedures in acceptable
forms for administration. Underwriting decisions have involved a combination
of the “tribal wisdom” codified in writing manuals: constructed with heavy
actuarial influences; and the knowledge and experience of their underwriting
professionals in interpreting and applying those rules.

In recent years – and particularly with the advent of the Internet – entirely
new means exist to acquire, analyze, exchange, and act on a wide range of
relevant; useful data. The underwriting function is itself being transformed –
because both changing technology and changing business conditions demand
this. Moving forward, underwriters (or their decision support professionals)
must have access to all of this data and be able to explore, analyze, and
respond to the patterns, trends, and relationships that they discover in it.

Although data mining does not hold a monopoly on insight in this area, it
can offer unique means of drilling into, exploring, and understanding trends,
patterns, and relationships in data. In addition to efficiently handling the
garden variety data mining tasks of most interest to an insurer’s sales channel
(define a “good prospect,” what are good predictors of a particular product
sell – cross or up, what are the key indicators of attrition so that we can
intervene and preserve my customer account) data mining technology can be
invoked in a wide range of the areas. The following are examples of the kinds
of analysis enabled by well-designed systems, which capture and leverage all
available data relevant to risk:

Based on all available data we have access to, what are the key drivers, or
predictors an underwriting loss with respect to common customers, categories
of risk, classes of risks, or across the entire portfolio of assumed risks? What
is the relationship, if any, between the “personalization” attributes of specific
customers (defined by their interactions with captive agents or brokers who
are submitting information to the database and ultimately by their “self-
reporting” of this information on-line)?

What is the relationship, if any, between crime statistics, unemployment
levels, changes in property taxes or the indicators or instability (at all levels)
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and property claims for purposes of pricing a homeowner’s policy in a specific
area? What is the relationship, if any, between third-party auto claims for
theft and vehicle types and how has this changed since last year.

What is the relationship, if any, between urban growth rates and the in-
cidence of auto accident related claims? What is the relationship, if any, be-
tween the numbers of PC-based workers in an organization and the cost of an
employer benefits plan that offers prescription eye wear?

What is the short-term stress leave claims experience for females in a
company with no maternity plan compared with that of a company with a
generous maternity and early childhood program? What would be the impact
of a change in the deductible threshold for a particular policy or customer
type based on claims experience across all classes of risk with differential
deductibles? What happens when we experiment with the deductible rules?

These are illustrative examples of a wide range of analytical and ex-
ploratory techniques that can be used by underwriters to move far beyond
traditional “advisory ratings” or based procedures to accept specific insur-
ance risks.

Being able to automatically explore relevant data – to hypothesize and
search for patterns, relationships, and anomalies in the context of defined
business objectives – can help guide insurance underwritten in their assess-
ment of risk and in their “yes, but” interactions with their sales channel.
They can also act as “probes,” guiding actuaries and decision support pro-
fessionals into areas that would otherwise not have been considered as being
related to relevant to risk. Even where traditional statistical measures of con-
fidence may not have been achieved, this process of interactively exploring
and understanding patterns and relationships in data can inform and improve
the underwriting process because it invariably yields new knowledge to the
underwriter.

Should We Go by the Book, Toss the Book, or Write New
Chapters?

In virtually all large organizations, underwriting policies are established, codi-
fied, signed off on, and implemented after careful consideration and review of
a range of business factors. Basic underwriting guidelines and requirements,
as well as procedures for varying from them, are carefully developed, docu-
mented in manuals (and to some extent, in customized underwriting software
applications), and learned through training and continuing education, as well
as application in business cases. These codified rules represent the “tribal
wisdom” of the specific insurer that has established them.

Data mining helps improve business decision making in large measure by
identifying areas where the “tribal wisdom” documented in corporate policies,
procedures, manuals, and guidelines (“going by the book”) is right, and where
it may be wrong – as well as exploring the shades of gray in between. As one
area of investigation, then, any insurer can benefit from an exploration of its



20.1 Insurance Underwriting 483

data in the context of its existing underwriting rules and procedures currently
in force.

In areas where data mining reveals that “the book” is clearly right or
clearly wrong the business benefit is immediate and obvious; the necessary
can be implemented or are unnecessary. In addition, as part of its ongoing
relationships with its insurers, information gleaned by the underwriter from
its analysis of its own can be shared to build a relationship of more long-lasting
value (We know the analysis shows that where customers of the size and type
introduce a “wellness” program at work their claims experience improves by
X per year in Y% of the cases).

It is in the gray areas, where judgment and “domain experience” is nec-
essary, and perhaps where the margin between profit and loss hangs in the
balance, the data mining can assist the underwritten best. An underwriter
equipped with the tools at his or her disposal to explore and understand
these gray areas can make the judgment calls – the “yes, buts” in choosing to
accept specific risks – that are the core skill set of their profession on a more
informed basis.

Many insurers, for example, may have concerns over providing workers
compensation or other benefits insurance to seasonal employers, industries
characterized by high personnel turnover, or work forces with other specific
attributes that are defined as being “higher than average” risks. But does
their own support this kind of hard and fast approach across entire categories
of businesses?

Joining third-party data store information – for example classification,
industry information, and customer-level information from a third-party ser-
vice like Dun & Bradstreet – to claims-related information from an insurer’s
database may reveal that this is not true, or perhaps true in enough cases
to be a strong “general rule” but definitely untrue in others where business
may be profitably done (for example, residential construction firms that un-
der x employees and revenues of less than $y operating in a regional market
with growth rate above z typically provide a much more stale claims profile
regardless of cyclical factors that otherwise impact on risk).

Data mining technology, by rapidly exploring all claims data – whether
in any specific class of business or across the entire portfolio – can illuminate
for review the historical patterns and relationships between claims and all
other selected data elements. This type of analysis may confirm the utility of
specific riles, demonstrate that they are incorrect and unnecessary barriers to
business, or provide a range of intermediate “but” exceptions that suggest the
rules are generally correct but valid (or invalid) in specific instances. These
intermediate rules may enable an underwriter to rapidly respond – with spe-
cific and appropriate terms – to applicants who may fall within the category
of the “general rule” but also are within the “specific exceptions” to it.

Similarly, an insurer may wish to analyze its entire portfolio of residen-
tial homeowner policies by captured dimensions – geocoding, household data
elements, claims experience, advisory ratings, and application information
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– to determine if there are useful predictors that impact on a variable pric-
ing mode for a commodity insurance product. This analysis may be used to
implement a set of business rules deployable “on-line” in real time to enable
their captive brokers to have much broader “binding authority” over more
business lines with some level of control and balances (more sophisticated
electronically embedded underwriting rules).

The principle of “utmost fidelity” of the insured in an “e-business” in-
surance world can also be used to advantage by indicating to customers and
prospects that pricing and delivery of insurance products to them is based
on the accuracy and completeness of the information they have provided.
Over-reliance on misplaced confidence in external data sources is always in
“x factor” worth remembering. However, on balance the business benefits of
having access to richer data dimensions far outweighs this potential concern.

At the core of the current evolution in the underwriting process is the
recognition that traditional underwriting approaches have generated – on bal-
ance – a poor record of performance, and that the underwriting process is it-
self changing as technology and business imperatives force more rapid decision
making involving the administration of larger classes of risk, which must be
assessed in the context of ever-growing volumes of potentially relevant data.

By adopting and implementing data mining as a decision support func-
tion in the underwriting domain insurers are not seeking to displace personnel
with “model managers” or “underwriting robots.” They are seeking to sub-
stantially improve the overall “intelligence” of their decision support system
so that today’s “tribal knowledge” can be refined (and redefined) tomorrow
and dynamically thereafter based on what has happened today and every day
prior to today.

What Challenges Does an Underwriter Face?

The underwriter can currently be seen as the “fulcrum” between the sales
and risk management functions within an insurance organization. “Sellers,”
whether captive agents or independent brokers or other intermediaries, are
mandated with the responsibility of generating new business (including re-
newal business). This group seeks confirmation of insurance availability as
quickly as possible at the most competitively attractive rates in order to en-
sure market share growth (and their personal compensation). Risk managers,
on the other hand, are mandated with the responsibility of ensuring that the
insurer’s policies and procedures for the assumption and sharing (through
reinsurance) of risks are appropriately implemented.

The underwriter stands between the sales force in the field (give the best
pricing; it is war out there) and the actuarial and risk management personnel
(have we identified and assessed exposures associated with this piece of busi-
ness based on claims experience and have we managed this risk?). In the world
where the largest insurance firms are consolidating, and where on-line/real-
time quotations, pricing, and placing of insurance are becoming a new and
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viable distribution channel for various insurance products, the time dimension
of the underwriting process has its own significance.

20.1.3 How is the Underwriting Function Changing?

The goal of underwriting, expressed as a simplistic formula ignoring such
factors as time, the investment P&L and indirect enterprise costs, can be
roughly stated as follows:

P = A + B + C

where P is the premium income from a class of risks, A is the acquisition cost
of the business, B is the direct cost of administering the business, and C is the
loss experience/payout on the business Looking back at the industry trends
highlighted earlier, a sustained (and arguably unsustainable) disequilibrium
has existed for many years in this equation (largely offset by a large “G” –
the gains delivered from investing premium streams – and small “L” the cate-
gory of “catastrophic losses”). In increasingly competitive markets there is
pressure (tightening) on premium income, which means the addressing of
chronic underwriting losses must be addressed through other means.

Unless insurers are content to generate continuing unacceptably high loss
ratios on their underwriting business (a result that the “law of averages” sug-
gests would have significant adverse consequences in circumstances where their
offsetting investment gains decline, or where catastrophic losses materialize)
changes must occur in the cost dimensions of the equation. The corresponding
changes in operations this result necessitates are:

• Improving efficiencies in the acquisition of business (acquiring comple-
mentary business lines; providing “on-line” channels for attracting new
business, and establishing systems to differentiate at a far deeper level
potentially good risks versus bad one, are good examples)

• Lowering the administration costs associated with the business (merging
operations, outscoring noncore functions of giving up “back office” entirely;
as well as improving efficiencies in the administrative of the business by
automating process, etc.)

• Improving the loss claims ratio and reducing claims by a range of proac-
tive polices (from “barring” certain types of risks from the underwriting
process, through loss prevention and loss reduction, to focused investiga-
tion and analysis of claims fraud and abuse)

20.1.4 How can Data Mining Help Underwriters Make Better
Business Decisions

Despite the role that data mining – as an analytical solution – can play, we be-
lieve it is a mistake to assume that underwriters are going to become or indeed
should be “data miners.” The nature of their role makes this impractical.
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However, underwriters should be direct and substantial consumer of data
mining outputs – both descriptive analysis and predictive models; prepaid for
their assessment and refinement by decision support professional in insurance
organization tasked with this responsibility.

In addition, to facilitate both the process of model generation (a decision
support task) and model consumption (an underwriting function) insurance
organization should have a long-term action plan in place to exploit key evo-
lutions in technology that are directly relevant to their needs and competitive
success. This means not only developing underwriting solutions as “dynamic,
expert systems” with a higher level of data mining intelligence built into them,
but also implementing complementary technology improvements in other or-
ganizational areas to ensure that the data analysis functions central to “next
generation” underwriting system across the organization can be preformed
continuously, quickly, and efficiently.

In the board sense, an organization commitment to data quality and an
understanding of the importance of gathering, analyzing and communicating
knowledge derived from data analysis is key to success. Specific examples of
areas where the “data capturing” infrastructure can be finetuned to assist
include the following:

• Common application forms across the organization for each type of insur-
ance product we offer containing “required filed” data entry to fuel the
analysis engine. Emphasis on continuous incremental improvement in the
scope and accuracy of data captured of data captured is key. Sales and
distribution channels, as well as customers, must be “plugged in” and be
given incentives to collaborate in this process.

• Making applications and related processes for the delivery on insurance
products and related serious as much as possible an electronic process,
with flexible and robust interfaces.

• Enabling channel representatives – captive agents and brokers – to access
and submit data with respect to applications electronically.

• Ensuring that supporting personnel – such as adjusters, site inspectors,
and loss prevention experts – also are plugged in to insurer database and
incentive to collaborate; filing reports electronically and capturing addi-
tional supplement data relevant to risk.

• In personal line businesses, ensuring that customers and prospect inter-
actions take place at a “household” level and that these interactions also
capture data relevant to both risk and future potential sales or services
opportunities.

• In business lines, tracking customers and prospects by multiple data
elements, including standard dimensions that permit cross comparative
analysis (e.g., number of employees, D&B DUNS identifiers, and “key in-
dicator” scores).
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20.2 Business Intelligence and Insurance – Application
of Business Intelligence Tools like Data
Warehousing, OLAP and Data Mining in Insurance

What is the most important pre-requisite in today’s volatile marketplace?
The answer is rather straightforward – “information,” or more precisely, “ac-
tionable information.” For no other industry is it as important as for the
insurance industry, which is almost totally dependent on current and insight-
ful information. This is exactly what business intelligence (BI) tools like, data
warehousing, data mining, and OLAP seek to provide. A close look at the
insurance value chain suggests that BI can play a crucial role in almost every
aspect of the chain. It can help identify the right customers for target mar-
keting and analyze the reason for customer attraction. It can help the insurer
better manage its agents and sales force and improve the effectiveness of ac-
tuarial and underwriting functions. BI forms the most critical component of
claims management, helping in fraud detection and claims estimation. On the
asset management side, it can lower the insurer’s risk through sophisticated
risk models developed using data mining tolls. And most importantly, BI tools
can help insurers provide crucial information to corporate clients, which can
go a long way in cementing the insurer’s relation with the clients.

Late seventeenth century was an era of growing international trade. New
shipping routes were discovered and adventurous sailors brought exotic prod-
ucts from strange and alien lands. But their journeys across the oceans were
fraught with danger and unknown risks. This gave rise to a new breed of entre-
preneurs – marine underwriters – who agreed to cover the losses in return for
a fixed amount of premium. Their business depended on current information
about the sea routes, pirates, political condition, weather patterns, conditions
aboard the ship, and consumer tastes for exotic products. In order to acquire
business information, many marine underwriters began to frequent Edward
Lloyd’s coffeehouse in London. This was the place where they could share
business intelligence with other underwriters and captains of trading to form
a society that went on to become the most famous of all insurance companies –
Lloyd’s of London.

The very “business intelligence” that brought together the marine under-
writers at Lloyds’ is, if anything, much more crucial for the insurance industry
today. It pervades almost every aspect of the value chain and technology has
the potential of making it ubiquitous across the organization. Today, an un-
derwriter would not go to a coffeehouse to gain business intelligence, but,
probably, to get away from it. And one thing is sure: she cannot afford to stay
in the coffeehouse for long.

20.2.1 Insurance Industry Overview and Major Trends

The insurance industry is quite diverse in terms of portfolio of products pro-
vided by different companies. The products can be broadly classified into two
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product lines: property and casually (P&C) and life insurance. Life insurance
product line can be further subdivided into life insurance, health insurance,
and annuity products.

Growing consolidation and change in the regulatory framework has led
many insurers to add new products to their portfolio. This presents its own
unique challenge to the insurer in leveraging its greatest asset data. A number
of other trends in the insurance industry have also exponentially increased the
importance of an effective business intelligence environment; at the same time,
these trends are responsible for increasing the complexity of building such an
environment.

Growing Consolidation: Consolidation is a major force altering the structure
of insurance industry, as insurers seek to create economies of scale and broaden
their product portfolios. The aggregated value of mergers and acquisition was
$55.7 billion in 2000, up from $41.7 billion in 1999, and a mere $8.5 billion in
1993.

Convergence of Financial Services: Mergers and acquisition of insurance com-
panies with other financial service providers like banks have led to the emer-
gence of integrated financial services companies.

New Distribution Channels: New distribution channels are fast catching up
with the traditional insurance agent. Though these channels are not a ma-
jor threat as yet, they are rapidly changing the way insurers and customers
interact with each other.

Focus on Customer Relationship Management: The only viable strategy for
insurers today is to focus on the needs of the customers and strive to serve
them better. Customers have extremely differentiated needs and, also, the
profitability of individual customers differs significantly; hence, an effective
CRM strategy becomes the most vital component of an insurer’s overall busi-
ness strategy.

20.2.2 Business Intelligence and the Insurance Value Chain

During the last three decades, insurance companies acquired significant pro-
duct development capabilities; but they lagged behind in truly understanding
the customer. This led most firms to develop products that they could, rather
than those required by their customers. But during last few years, deregula-
tion and growing competition has forced insurance companies to move from
traditional product-centric operations to customer-centric operations.

To succeed in this market, insurers have to analyze their customer’s needs
and tailor all the business processes in the value chain to effectively meet their
unique requirements. Implicit in this argument is the assumption that insur-
ance companies have the ability and policies to change theminto actionable
information. Business intelligence tools like data warehousing, OLAP, and
data mining can significantly help in almost all the aspects of the value chain
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to achieve this objective. Figure 20.1 illustrates the insurance value chain. In
the following discussion we focus on some of the business intelligence applica-
tions in each block of the value chain.

20.2.3 Customer Relationship Management

A typical insurance company has a huge customer base, varied product lines
with a number of products with each line, many distribution channels, and a
market spread across geographies. To effectively interact with customers and
design suitable products, the insurer’s CRM strategy has to fully utilize the
potential of technology. The insurer has to leverage the vast pool of data at
each step in the CRM process, and the use the insight gained for developing
new products and services to meet the ever-changing needs of the customers.

The CRM process is an insurance company and has three steps:

1. Identify the most profitable or potentially profitable customers for future
interaction.

2. Understand their needs and buying patterns, and
3. Interact will them so as to meet all of their expectations.

Figure 20.2 illustrates the role of business intelligence in each step of the CRM
process. Right from identifying the most profitable customers to improving the
overall quality of customer interaction, BI tools can go a long way in making
the insurer’s CRM strategy a roaring success.

Customer Profitability: Rather than simply acquiring new customers, it is vi-
tally important to retain and increase the profitability of existing ones. Identi-
fying the most profitable customers is the first step in that direction. To arrive
at the overall profitability of a customer, insurers must quantify (a) the costs
involved in serving the customer over a period and (b) the revenues realized
from the customer during that period. The results of customer profitability
analysis can point toward the reasons behind why some customers are not
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as profitable as others are. For example, a customer might be unprofitable
because the products used by her do not match her risk profile. Customer
profitability analysis can significantly help in developing new product and
customizing existing products for a customer or customer segment.

Customer Lifetime Value: Customer profitability is not the sole measure of a
customer’s value to the insurance company. A customer may have the potential
of buying profitable products in the future; she may also serve as an excellent
reference for more profitable customers. Customers lifetime data (LTV) is,
hence, a more insightful measure. Often data mining tools are used to model
customer lifetime value, taking into account all the factors that have a bearing
on the customer’s value over the entire course of her relationship with the
insurance company.

Customer Segmentation: Segmentation is used to segregate customers, who
exhibit common characteristics, in different segments. These segments can
then be treated as distinct entities and the future interaction with them can
be tailored accordingly. Customer segmentation can save a lot of marketing
effort, which would otherwise go waste. Often data mining tools are used for
customer segmentation. These tools use “clustering” algorithms for segment-
ing the entire customer base into clusters, identified on the basis of various
demographic, and psychographic factors.

Attrition Analysis: Studies have shown that across industries, acquiring new
customers is much more costly than retaining existing ones. This is especially
true for insurance. Typically, buying an insurance product is a long-term
decision for a customer; and if she decides to switch, it is very likely that she
will not come back. Hence retaining the existing customers is of paramount
importance; customer attrition analysis is the first step in this direction. It
involves analysis of data captured during individual customer contacts at the
various touch points. For attrition analysis, customer contact data is coupled
with other data sources like claims and policies; the resultant data set is then
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associated with customers who have switched to analyze the possible reasons
behind this decision. The results can also be used to improve the performance
of customer touch points.

Affinity Analysis: It is often referred to as market-basket analysis. Certain
products show an affinity toward each other and are likely to be bought
together. For example, a man in his early thirties who buys a life insurance
policy might also be interested in a certain type of annuity. These affinities
can be, at times, extremely difficult to unearth and often data mining tools are
used for this purpose. These tools use a technique called “association analysis”
for arriving at the right combination of products and services for a customer
or customer segment.

Target Marketing: Target marketing – marketing to a specific customer
group – is a natural outcome of customer segmentation. Once distinct cus-
tomer segments are identified, BI tools can be used to study the products
likely to be bought by the segment. Often data mining is used to develop pre-
dictive models to establish the buying propensity of a segment toward various
existing or new products. Armed with this knowledge, marketing managers
can design specific campaigns targeted at individual segments.

Campaign Analysis: Campaign analysis is used to analyze the effectiveness
of marketing or promotion campaigns. The effects of particular campaign on
sales of the promoted product can be tracked using BI tools. Often the surge
in sales of the promoted product can result in decrease in sales of other related
products. BI tools can also help identify such relationships. The campaign data
is stored in a data warehouse and can be used to predict the effectiveness of
similar campaigns in future.

Cross Selling: Cross selling is a major source of revenue for insurance compa-
nies. For effective cross selling, an insurer can leverage the data – housed in
the data warehouse – to quickly zero down on the new products that would be
required by its existing customers. These can then be offered to them during
the next contact.

20.2.4 Channel Management

Traditionally, insurance companies have relied on independent agents, bro-
kers, and direct sales force for distributing their products. These are still the
primary distribution channels and are likely to remain so in the near future.
Internet is emerging as a popular distribution option for each certain type of
insurance products like auto insurance. But most of the insurance products
have not been that successful on the Net, primarily because of the complex
nature of transactions involved. Fear of channel conflict has also prevented
many insurers from fully exploiting its potential. No wonder, most of the tra-
ditional insurers currently use the Internet only to provide information about
their products. But one thing is sure: insurers will have to quickly integrate
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the Internet with their existing channels. At the same time they will have to
improve the overall distribution effectiveness via the traditional channels. BI
tools allow insurers gain insight into the various distribution channels to help
them intelligently address the various issues channel management:

Agent and Sales Force Deployment: Based on geography of its customer base,
insurers can optimally deploy the right number of agents and sales persons in
different locations. This analysis should also include the potential customers
for new and existing products offered by the insurer.

Agent Development and Relationship Management: BI tools can leverage the
sales data – stored in the data warehouse – to analyze the selling behavior of
agents and sales persons. This analysis can identify the best agents and sales
people who can then be adequately rewarded. The analysis can be extended to
include more subtle behavioral aspects, which can be used to design training
programs for agents. For example, some agents might just be selling certain
products and totally missing out on others. This may indicate need for product
specific training.

Channel Analysis: This involves calculating the performance of various chan-
nels. Using BI tools, insurers can compare the performance of various chan-
nels and drill down to the level of individual agents and products. The per-
formance should be tracked over time so as to measure the effectiveness of
corrective/developmental actions undertaken by the insurer.

E Business Development: A variety of analytics can be done on customer and
transaction data captured via the Internet. This data should be integrated
with data collected from traditional channels for a more meaningful segmen-
tation of customers who buy policies over the net. This “e-segmentation” can
help in designing campaigns specifically for the online customers. There is
another source of potential useful data that can significantly help in improv-
ing online operations: Web log files. Web log analysis includes

Site Navigation: An analysis of the typical route followed by the user while
navigation the Web site. It also includes an analysis of the most popular pages
in the Web site. This can help in site optimization by making the Web site
user friendly.

Referrer Analysis: An analysis of the sites, which are very prolific in diverting
traffic to the insurer’s Web site.

Error Analysis: An analysis of the errors encountered by the user while navi-
gating the Web site. This can help in solving the problems and making the
browsing experience more pleasurable.

Keyword Analysis: An analysis of the most popular keywords used by various
users in Internet search engines to reach the insurer’s Web site.
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20.2.5 Actuarial

The actuarial function forms the crux of the insurance business. It involves
estimating risk pertaining to the asset that is being insured. In case of life and
health insurance it involves calculating the probability of accident or death
based on various demographic, psychographic, and environmental character-
istics. The task of an actuary is extremely complex and has strategic impli-
cations for the insurance company; it often takes up to ten years to become
a certified actuary. An actuary can use sophisticated mathematical models –
developing using data mining tools – to calculate future premiums and to
allocate portions of a book of business for reinsurance:

Risk Modeling: Actuaries can develop predictive models using data mining
tools, for identifying risk profiles of various customer segments. These models
can include risk measures like mean claim amount, claim frequency, and loss
ratios. For example, rich men who show propensity toward drinking and drive
sports cars constitute a high-risk profile group. Various risk measures can be
calculated for this customer segment, which can, then, be used for calculating
at the right premium amount.

Reinsurance: A reinsurance company can take up a part of the insurer’s risks
in return for a part of the premium. In case of a claim, the reinsurance com-
pany will pay the corresponding claim amount. Actuaries need to decide the
right amount of reinsurance in order to maximize the returns for the risk ac-
ceptable to the insurance company. Data mining tools can develop predictive
models to arrive at the reinsurance level for the book of business based on the
historical claims data residing in the data warehouse. These predictive models
can identify suitable policies for reinsurance based on the loss experience of
similar policies in the past.

Profitability Analysis: Profitability of the existing products can be tracked
along various factors like product line, geographic region, agency, customer
segment, etc. This is often that first step in predicting the viability of new
products. Based on historical profitability, actuaries can also develop more
sophisticated predictive models – using data mining tools – for estimating the
marketability of new products and identifying the most profitable customer
segments for those products.

20.2.6 Underwriting and Policy Management

An underwriter decides whether the risk undertaken by insuring a client is
acceptable or not; and if it is acceptable, she determines the right amount of
premium to be charged. Business intelligence tools can leverage the claims,
loss, and others stored in a data warehouse – to help improve underwrit-
ing and policy management. Following are some of the business intelligence
applications in this area:
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Premium Analysis: Premium income is the primary source of revenue for an
insurance company. Premium analysis allows the tracking of premium perfor-
mance by a product or product line, a geographical region, an agency or a
particular agent, and by a branch office. A variety of reports and analysis can
be generated by “slicing and dicing” the data.

Loss Analysis: For some products or product lines, the premium revenue
might be less than the cost of serving them. This loss, often termed as un-
derwriting loss, may be due to inaccurate initial risk estimate. Insurers need
to constantly monitor the loss data to determine the cost of getting new cus-
tomers and renewing old ones for those products or product lines. This can
help in improving profitability of underwriting programs and help insurers
salvage their book of business.

20.2.7 Claims Management

The importance of claims management cannot be overemphasized. Speedy
and effective claims handling forms the basis of sound customer relationship
management. At the same time, the insurer has to guard against the ever-
increasing specter of fraudulent claims. Insurance fraud is now very common
in America, as a recent study by Insurance Research Council (IRC) pointed
out that almost 36% respondents believe that it is acceptable to inflate claim
amount to make up for the premium paid over the years. According to another
study by the Insurance Information Institute, in the US alone P&C fraudulent
claims amounted to a mind-bogging figure of $24 billion or 10% of the total
claims in 1999. The figure for health insurance is believed to be almost four
times that. Most of this addition cost due to fraud is passed on to the consumer
as higher premium.

The opportunity cost of ineffective claims management is extremely
high – hasty claim settlement can result in increased fraud-related costs and,
at the same time, slow fraud detection can increases the overall claims cycle
time, leading to higher customer dissatisfaction. No wonder insurance com-
panies around the world are looking at technology for that “right” claims
management solution. Experience of various companies suggests that without
sophisticated analytical capabilities such a solution would remain an elusive
dream. Following are some BI applications in claims management.

Claims Analysis: Claims analysis is one of the most common BI applications
in the insurance industry. It involves analysis of the claims data coupled with
other data sources like underwriting and policies. It is primarily used to gauge
claims processing efficiency, which has a direct bearing on customer satisfac-
tion.

Claims analysis is also used to understand subtle business trends in claims,
which would have been otherwise difficult to spot. Typically OLAP tools are
used to analyze and drill down to the detailed level for a better understanding
of these trends. For example insurers can use this data to analyze trends in
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claims and loss patterns, which can help optimize reserve management, leading
to lower risk and more available funds for investment. Claims analysis can
also help in spotting fraud by analyzing above normal payoffs along different
factors like geographical region, agent, and insured party.

In cases of health insurance, claims analysis can reduce abuse by analyzing
the behavior of various practitioners. It can spot practitioners who have been
consistently prescribing expensive medicines and tests in cases where they are
not required. The analysis can also include other procedures and practices like
the average length of hospital stay followed by the practitioner.

Fraud Detection: The likelihood of fraud in a claim can be detected by sophis-
ticated analysis of claims data coupled with other internal or external data
like payment history, underwriting, and ISO Claim Search Database. Data
mining tools are typically used to develop models that can spot patterns in
fraudulent claims. A claim, which shows fraud-related symptoms, can be sent
to the Special Investigations Unit (SIU) for further investigation before the
actual payment is made.

Claims Estimation: The actual value of claims cannot be known beforehand
when a new product is launched. In such cases, an estimated value has to be
set aside in the form of cash reserves; and such funds cannot be used for long-
term investments. The accuracy of these estimates has far-reaching impact
on the profitability of the insurance company. OLAP tools can be used to do
an analysis on the claims data across geographies and customer segments to
arrive at better claim estimates. For higher accuracy, data mining tools can
also used to develop sophisticated claim estimation models.

20.2.8 Finance and Asset Management

The role of financial reporting has undergone a paradigm shift during the
last decade. It is no longer restricted to just finances required by the law;
increasingly it is being used to help in strategic decision making. Historically,
interest earned on investments has been a major source of income for insurers
and this income has greatly contributed to the overall profitability of insurance
industry; at the same time underwriting costs have drastically brought down
profitability. To compete in this market, insurers need to increase their return
on investments and bring down underwriting costs. This requires ready access
to financial data for analysis purposes. Many companies, in an attempt to im-
prove financial reporting and decision making, have integrated their financial
data in a financial data warehouse (FDW).

Budgeting: Data warehousing facilitates analysis of budgeted versus actual
expenditure for various cost heads like promotion campaigns, underwriting ex-
penses, commissions, etc. OLAP tools can provide drill down facility whereby
the reasons for cost overruns can be analyzed in more detail. It can also be
used to allocate budgets for the next financial period. Various activity-based
costing models can be developed for better costs control and allocation.
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Asset Liability Management: Models can be developed using BI tools to mea-
sure the insurer’s exposure to various risk factors like change in the interest
rate structure, share market volatility, etc. These models can be used to pre-
dict the performance of portfolio different economic scenarios and predict
future liquidity needs of the insurer.

Financial Ratio Analysis: Various financial ratios like debt–equity, liquidity
ratios, etc. can be analyzed over a period of time. The ability to drill down
and join inter-related reports and analyses – provided by all major OLAP tool
vendors – can make ratio analysis much more intuitive.

Profitability Analysis: This includes profitability of individual products, prod-
uct lines, underwriting activity, and investments. A major component of prof-
itability analysis is a thorough analysis of costs incurred during underwriting,
which has been a major factor in bringing down the overall profitability of
insurance companies.

Web Reporting and Analysis: Swift decision making requires ready access to
financial data via an intuitive interface. Increasingly companies are provi-
ding executives concerned Web-based access to financial data – stored in the
financial data warehouse. Almost all the standard OLAP tools have a Web
interface that can greatly facilitate ad hoc querying report distribution.

20.2.9 Human Resources

Data warehousing can significantly help in aligning the HR strategy to the
overall business strategy. It can present an integrated view of the workforce
and help in designing retention schemes, improving productivity, and curtail-
ing costs. Some BI applications in HR are:

Human Resource Reports/Analytics: Reports and analysis can be generated
to support an integrated view of the workforce. Various analyses include
staff movement and performance, workforce attrition by department, work-
force performance by department, compensation and attrition, and other
customized analyses and reports. The HR data can be integrated with bench-
mark figures for the insurance industry and various reports can be generated
to measure performance vis-à-vis benchmarks.

Manpower Allocation: This includes allocating manpower based on new prod-
uct launches. According to increased requirement, agent sales people can be
deployed in specific regions where demand projections are high or likely to
increase.

HR Portal: Employers need to maintain accurate employee data, which can
be viewed by the employees the information about compensation, benefits,
retirement facilities, etc. Payroll data can be integrated with data from other
human resource management applications in the HR data warehouse. This
data can then be made visible within the organization through the HR portal.
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Training and Succession Planning: Accurate data about the skills sets of the
workforce can be maintained in the data warehouse. This can be used to
design training programs and for effective succession planning.

20.2.10 Corporate Management

The top management of any insurance company has its own business intelli-
gence requirements. The MIS department is typically responsible for providing
all the reports to them. It is also responsible for providing statutory reports
to various outside agencies and any other information requirement within or
outside the company. This may include information given to its customers
in the form of various reports and analysis. A business intelligence environ-
ment that leverages data collected across the value chain is possibly the only
effective solution for MIS.

Dashboard Reporting: Performance measures like product line profitability,
overall underwriting costs, ROI on investment portfolio, etc. can be presented
in dashboard reports to the top management to facilitate decision-making
process. Also alerts can be triggered if any performance measure reaches a
predefined threshold level. These reports can incorporate insurance industry
benchmarks, provided by third-party researchers.

Statutory Reporting: Insurers have to provide a number of statutory reports
to outside agencies, government bodies, and trade consortia. These reports
can be easily generated from the business intelligence environment.

Customer Information Services: Historical claims data can be very vital for
institutional clients like those offering workers’ compensation against accident.
It can help the customers identify major trends in claims and implement
suitable corrective actions. Customer information services can not only reduce
claims related costs for the insurance company, it can also go a long way in
cementing insurance company’s relations with its customers.

20.3 Summary

In summary, moving from a traditional “hard copy” underwriting manual
with “tribal knowledge” as the guiding force in decision making is inevitable.
The long-standing record of sustained industry – wide underwriting losses –
expressed in another way – can be seen as a proxy for underinvestment in
the technology and personal resources required to improve this core decision-
making process. Being able to properly assess and price and ever-growing
range of risks requires access to all requires information. In the past this
access has been imperfect. It has also been limited within the organization to
a relatively small group of users (actuaries) disconnected to the core drivers of
insurers businesses and the core consumers of their services – to make better
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business decision in the underwriting domain is clearly necessary. We think
data mining can play a useful role here.

The insurance industry is extremely divided in its adoption of business
intelligence environment based on technologies like data warehousing, OLAP,
and data mining. Quite a few insurance companies are in an advanced stage of
their business intelligence initiative; yet there are many that are oblivious of its
benefits. Some insurers have gone for nonscalable temporary solutions, which
often fail to leverage the ever-increasing volumes of data. Hence, recognizing
the need for an effective business intelligence environment based on the right
architecture is vital. But it is just the first step. The real challenge is to
make the BI environment an integral part of the decision-making process.
Efficiently gathering the information requirements of all the user groups is
thus extremely critical for the success of any data warehouse. The belief is
that “we build it, they will use it” is wrong. Also a data warehouse cannot be
the answer to all the information requirements; hence it is also very important
to set clear business objectives for the business intelligence solution with total
top management support.

20.4 Review Questions

1. How is data mining used in insurance companies?
2. What does an insurance underwriter do? State the principles of under-

writing.
3. What are the various information sources available for mining in insurance

sector?
4. How does data mining help underwriters to make better business deci-

sions?
5. Give an overview of mining in insurance industry and about insurance

value chain.
6. Discuss in detail channel management, policy management, chain man-

agement, finance, and asset management.
7. Explain corporate management technique.
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Data Mining in Biomedicine and Science

Objectives:

• Data mining can be used to help predict future patient behavior and to
improve treatment programs. Data mining has been used in a number of
nonmedical domains.

• To turn information into knowledge, health care organizations are imple-
menting data mining technologies to help control costs and improve the
efficacy of patient care.

• The data mining algorithms such as rough sets and prediction algorithms
significantly reduce patients’ risk and diagnosis costs. The proposed algo-
rithms use features extracted from data sets of different origins.

• Sequential pattern analysis and similarity search techniques have been de-
veloped in data mining, which has become a powerful tool and contributes
substantially to DNA analysis.

• A series of unsupervised neural networks approach to medical data mining
were designed and actual data were used to evaluate their performance in
identifying natural clusters of patient population.

• The process of diagnosis can be enhanced if the physician can always be
up to date with any new information – the kind of information procured
through data mining. Data mining is the process of discovering nonob-
vious and potentially useful patterns in large data repositories such as
warehouses.

• An architecture that uses the assistance of data mining to provide decision
support for fever diagnosis is proposed. The proposed system also uses
concepts of artificial intelligence to carry out the process of diagnosis. The
main difference between a usual expert system is that the data mining
process enhances the learning process.

• Scientific instruments can easily generate terabytes and even petabytes
(a million gigabytes) of information. Scientific data is frequently in the
form of images; there is also time series and sequence data such as DNA
sequences, which need special algorithms to be dealt with.

S. Sumathi and S.N. Sivanandam: Data Mining in Biomedicine and Science, Studies in Com-

putational Intelligence (SCI) 29, 499–543 (2006)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006



500 21 Data Mining in Biomedicine and Science

• Databases that used to store millions of bits of useless information can be
mined for insights that can greatly profit the miners. Recently, scientific
instruments and business systems have been gathering extra information
that was apparently useless simply because it was so easy to do.

• Algorithm development and m(ADaM) incorporates algorithms for detect-
ing a variety of geophysical phenomena to address the needs of the earth
science community. Its flexible architecture design has made it possible
for ADaM to handle the multiple formats, scales, resolutions, and large
granule sizes typical of spatial data for many different science problems.

Abstract. The explosive growth in data collection in business and scientific fields
has literally forced upon us the need to analyze and mine useful knowledge from
it. Data mining refers to the entire process of extracting useful and novel pat-
terns/models form large data sets. Due to the huge size of data and amount of
computation involved in data mining, high-performance computing is an essential
component for any successful large-scale data mining applications.

The past decade has seen an explosive growth in biomedical research, ranging
from the development of new pharmaceuticals and advances in cancer therapies
to the identification and study of the human genome by discovering large-scale
sequencing patterns and gene functions.

In this section, the applications in biomedicine and DNA data analysis and an
unsupervised neural network approach to medical data mining techniques and data
mining-assisted decision support for fever diagnosis – case studies are presented. In
addition, the applications of data mining in science with case studies are illustrated.

An architecture that uses the assistance of data mining to provide decision sup-
port for fever diagnosis is proposed. Today’s advanced scientific instruments can
easily generate terabytes and even petabytes (a million gigabytes) of information.
Although data mining can be invaluable tool in analyzing this data, it faces the addi-
tional challenge that scientific data frequently is not in a convenient flat file format.
Scientific data is frequently in the form of images, which are relatively easily exam-
ined by humans, but which present a myriad of problems for data mining programs.
There is also time series and sequence data such as DNA sequences, which need
special algorithms to be dealt with effectively. Finally there are categorical values
such as protein sequences. The problem with such data is that many algorithms rely
on feature vectors allowed by numerical data, so these algorithms cannot be used
on categorical data sets. Despite these extra difficulties, scientific data mining has
still been making rapid progress.

Data mining is a concept that is taking off in the commercial sector as a means of
finding useful information out of gigabytes of data. While products for the commer-
cial environment are starting to become available, tools for a scientific environment
are much rarer (or even nonexistent). Yet scientists have long had to search through
reams of printouts and rooms full of tapes to find the gems that make up scientific
discovery.

This section explores some of the ad hoc methods generally used for data mining
in the scientific community, including such things as scientific visualization, and
outline how some of the more recently developed products used in the commercial
environment can be adapted to scientific data mining.

The Information Technology and Systems Center (ITSC) at the University of
Alabama in Huntsville developed the Algorithm Development and Mining (ADaM)
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system under a research grant from NASA to investigate new methods of processing
large volumes of Earth Observing System (EOS) remote-sensing data sets. This
system provides knowledge discovery and data mining capabilities for data values as
well as for metadata and catalogs the information discovered. ADaM incorporates
algorithms for detecting a variety of geophysical phenomena to address the needs
of the earth science community. This data mining system has been used for other
research studies dealing with topics such as texture classification, image processing,
and statistical analysis of earth science data sets. This section provides a detailed
description of the ADaM system architecture, design, components, client interface,
and the processing environment. It also describes the future directions that ITSC
intends to pursue with ADaM.

21.1 Applications in Medicine

With the widespread use of medical information systems that include data-
bases, which have recently featured explosive growth in their sizes, physicians
and medical researchers are faced with a problem of making use of the stored
data. The traditional manual data analysis has become insufficient, and meth-
ods for efficient computer-assisted analysis indispensable, in particular those
of data mining and other related techniques of knowledge discovery in data-
bases and intelligent data analysis.

21.1.1 Health Care

The effective use of information and technology is crucial for the health care
organizations to stay competitive in today’s complex, evolving environment.
The challenges faced when trying to make sense of large, diverse, and often
complex data source of considerable. In an effort to turn information into
knowledge, health care organizations are implementing data mining technolo-
gies to help control costs and improve the efficacy of patient care. Data mining
can be used to help predict future patient behavior and to improve treatment
programs. By identifying high-risk patients, clinicians can better manage the
care of patients today so that they do not become the problems of tomorrow.

21.1.2 Data Mining in Clinical Domains

As clinical data becomes larger, either through the proliferation of features
to be collected and stored, or the number of records in databases, or both, a
concern has been growing as to how to “get the data back out.” Even more ur-
gently, researchers, clinicians, and managers have become concerned with get-
ting knowledge out of these large, complex databases. Simple database queries
fail to address this concern of several reasons: a query might not retrieve the
information desired because of user bias, lack of skill or experience, or limi-
tations of the query software or database platform. In addition, the data in
large databases often represents extremely complex concepts that may escape
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even the most experienced content expert working with a highly competent
database developer. As a result, various industries have looked to data min-
ing as a general approach for automatically discovering knowledge “hidden”
in these databases. Data mining has been used in a number of nonmedical
domains, such as fraud detection and marketing, and is now increasingly be-
ing used in a variety of health care database environments, including insur-
ance claims, electronic medical records, epidemiological surveillance, and drug
utilization.

21.1.3 Data Mining In Medical Diagnosis Problem

The interest in systems for autonomous decisions in medical and engineering
applications is growing, as data is becoming more easily available. Though the
two areas – medicine and engineering – appear to be remote in terms of the
underlying processes, both face many common challenges. One of the problems
of interest of both areas is autonomous prediction. Here one instance of the
prediction problem, i.e., the diagnosis problem in medicine is considered.

An SPN (solitary pulmonary nodule) is a lung abnormality that may be
cancerous or benign. Over 160,000 people in the US only are affected by lung
cancer, and over 90% of them die. It is important that SPNs are diagnosed
early and accurately. The clinical diagnosis of SPN using information from
noninvasive tests is 40–60% accurate. This figure implies that many patients
suspected of malignancy have to undergo biopsy that involves considerable
risks (including death) and costs to them. The data mining algorithms such as
rough sets (it is one unique theory in data mining) and prediction algorithms
as in A. Kusiak et al., 2000, significantly reduce patients’ risk and diagnosis
costs. In a typical SPN disease occurrence scenario, a nodule is detected on
a patient’s chest radiograph. As this SPN may be either benign or malig-
nant, further testing is required to determine is exact nature. The diagnosis
is perceived to depend on many features, such as the SPN diameter, border
character, presence of calcification, patient’s age, smoking history, and so on.
Multiple medical disciplines are involved collecting a large volume of clinical
data at different times and locations, with varying accuracy and consistency.
Therefore, an approach that fuses information from different sources and in-
telligently processes large volumes of data is needed. The proposed algorithms
use features extracted from data sets of different origins. The research shows
that the number of features (results of noninvasive tests, patient’s data, etc.)
necessary to diagnose an SPN is smaller than that used in current medical
practice. At the same time the decisions made are 100% accurate.

21.2 Data Mining for Biomedical and DNA Data
Analysis

Since a great deal of biomedical research has focused on DNA data analysis,
we study this application here. Recent research in DNA analysis has led to the
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discovery of genetic causes for many diseases and disabilities, as well as the
discovery of new medicine and approaches for disease diagnosis, prevention,
and treatment.

An important focus in genome research is the study of DNA sequences
since such sequences form the foundation of the genetic codes of all living
organisms. All DNA sequences comprise four basic building blocks (called
nucleotides): adenine(A), cytosine(C), guanine(G), and thymine(T). These
four nucleotides are combined to form long sequences or chains that resemble
a twisted ladder.

Human beings have around 100,000 genes. A gene usually comprises hun-
dreds of individual nucleotides arranged in a particular order. There are almost
an unlimited number of ways by which the nucleotides can be ordered and
sequenced to form distinct genes. It is challenging to identify particular gene
sequence patterns that play roles in various diseases. Since many interesting
sequential pattern analysis and similarity search techniques have been devel-
oped in data mining, data mining has become a powerful tool and contributes
substantially to DNA analysis in the following ways.

21.2.1 Semantic Integration of Heterogeneous, Distributed
Genome Databases

Due to the highly distributed, uncontrolled generation and the use of a wide
variety of DNA data, the semantic integration of such heterogeneous and
widely distributed genome databases becomes an important task for system-
atic and coordinated analysis of DNA databases. This has promoted the de-
velopment of integrated data warehouses and distributed federated databases
to store and manage the primary and derived genetic data. Data cleaning
and data integration methods developed in data mining will help the integra-
tion of genetic data and the construction of data warehouses for genetic data
analysis.

21.2.2 Similarity Search and Comparison Among DNA Sequences

We have studied similarity search methods in time-series data mining. One of
the most important search problems in genetic analysis is similarity search and
comparison among DNA sequences. Gene sequences isolated from diseased and
healthy tissues can be compared to identify critical differences between the
two classes of genes. This can be done by first retrieving the gene sequences
from the two tissue classes, and then finding and comparing the frequently
occurring patterns of each class. Usually, sequences occurring more frequently
in the diseased samples than in the healthy samples might indicate the genetic
factors of the disease; on the other hand, those occurring only more frequently
in the healthy samples might indicate mechanisms that protect the body from
the disease. Notice that although genetic analysis requires similarity search,
the technique needed here is quite different from that used for time-series data.
For example, data transformation methods such as scaling, normalization,
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and window stitching, which are popularly used in the analysis of time-series
data, are ineffective for genetic data since such data are nonnumeric data and
the precise interconnections between different kinds of nucleotides play an
important role in their function. On the other hand, the analysis of frequent
sequential patterns is important in the analysis of similarity and dissimilarity
in genetic sequences.

21.2.3 Association Analysis: Identification of Co-occurring Gene
Sequences

Currently, many studies are focusing on the comparison of one gene to another.
However, most diseases are not triggered by a single gene but by a combination
of genes acting together. Association analysis methods can be used to help
determine the kinds of genes that are likely to co-occur in target samples.
Such analysis would facilitate the discovery of groups of genes and the study
of interactions and relationships between them.

21.2.4 Path Analysis: Linking Genes to Different Stages of Disease
Development

While a group of genes may contribute to a disease process, different genes
may become active at different stages of the disease. If the sequence of genetic
activities across the different stages of disease development can be identified,
it may be possible to develop pharmaceutical interventions that target the
different stages separately, therefore achieving more effective treatment of the
disease. Such path analysis is expected to play an important role in genetic
studies.

21.2.5 Visualization Tools and Genetic Data Analysis

Complex structures and sequencing patterns of genes are most effectively pre-
sented in graphs, trees, cuboids, and chains by various kinds of visualization
tools. Such visually appealing structures and patterns facilitate pattern under-
standing, knowledge discovery, and interactive data exploration. Visualization
therefore plays an important role in biomedical data mining.

21.3 An Unsupervised Neural Network Approach to
Medical Data Mining Techniques: Case Study

In this section we present the application of unsupervised neural networks with
data visualization approach on a set of conventional pathology data. Inherent
difficulties in the utilization of such data were overcome by utilizing three
data subspaces identified as Drugs, Topography and Morphology. This case
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study is taken from D.Shalvi et al., Medical Informatics and Computational
Intelligence Research Lab, University of Maryland, Baltimore, Maryland.

A series of unsupervised neural networks were designed and actual data
were used to evaluate their performance in identifying natural clusters of pa-
tient population. Included is a method to examine and validate the underlying
reasons for clustering. Preliminary examinations of identified clusters by qual-
ified pathologists have shown promising results, which supports the conclusion
that the suggested methodology yields discoveries and medical interpretations
that can eliminate or serve as alternatives to special purpose of epidemiolog-
ical studies.

21.3.1 Knowledge Extraction Through Data Mining

Data collection is often undertaken to monitor individual cases such as a
patient in a hospital. This type of data is distinguishable from data sets col-
lected for the purposes of studying a population; for example, determining
the television shows that are the most popular. Individual data sets may be
gathered and studied collectively for purposes other than those for which the
sets were originally created; in such fashion new knowledge may be obtained
while simultaneously eliminating one of the largest costs in developing knowl-
edge, data collection. This approach is especially appropriate for medical data,
which often exists in vast quantities in an unstructured format. Applying data
mining techniques can facilitate systematic analysis.

Data mining is the process of sifting through and analyzing rich sets of do-
main specific data and then extracting the information and knowledge in the
form of new relationships, patterns, or clusters for decision making purposes.
Thus data mining is a form of knowledge discovery essential for solving prob-
lems in a specific domain. Conventionally, data is gathered to test an existing
hypothesis (a top-down search). Alternatively, the existing data is mined and
allowed to form natural clusters (a bottom-up finding). Cluster detection may
be employed through statistical techniques such as Bayes’ theorem or nonsta-
tistical techniques such as unsupervised neural networks, which form clusters
on the data set without knowing what the output clusters should model.

In this section Kohonen self-organizing maps (SOMs) are used to cluster
a specific medical data set containing information concerning the patient’s
drugs, topographies (body locations), and morphologies (physiological abnor-
malities); these categories can be identified as the three input subspaces. Data
mining techniques are used to collapse the subspaces into a form suitable for
network classification. The goal is to acquire medical knowledge, which may
lead to tool formation, automating an assist to medical decisions regarding
populations.

21.3.2 Traditional Difficulties in Handling Medical Data

Medical data typically requires a large amount of preprocessing in order to be
useful. There is numeric and textual data interspersed. Frequently different
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symbols are used with the same meaning; “male” may be denoted as “M,”
“m,” 0, or a variety of other formats. One medication or condition may be
commonly referred to by a variety of names. There is often a redundancy of
data; age may appear in several places. Erroneous data is very common; medi-
cal terms are frequently misspelled. Finally, medical data is frequently sparse;
when a structure is imposed on medical data much of the structure remains
empty for a large portion of the population due to the breadth required of
any structure.

A robust data preprocessing system is required in order to draw any kind
of knowledge from even medium-sized medical data sets. The data must not
only cleaned of errors and redundancy but organized in a fashion that makes
sense for the problem; in this today’s context, the data must be organized so
that the benefits of using unsupervised neural networks may be maximized.

21.3.3 An Illustrative Case Study

For the purposes of this study a confidential real-world medical data set was
used. This data set is medical of the many in the medical field in terms of the
data difficulties mentioned above; redundant and erroneous data is frequent.
The data makes use of and introduces main-specific knowledge organized as
three hierarchical trees, identified as Drugs, Topography, and Morphology.
Each tree is several layers deep providing sample opportunity for exploiting
the trees’ structure at various levels of depth. The most significant portion of
the Morphology tree is displayed in Fig. 21.1.

After the requisite data preprocessing we can use unsupervised neural net-
works to organize the data into clusters of patients containing similar features.
Data mining is employed in both before and after the neural network; before,
to exploit the substructure of the provided trees, and after, to group the
finegrain output clusters into larger clusters that perhaps contain more mean-
ingful data. Finally, the original data is mined to explain the output clustering
and extract the knowledge of the neural network in terms that the pathologist
can understand and qualify. The goal is to discover hidden knowledge of the
relationship between drugs, Topography, and Morphology.

21.3.4 Organizing Medical Data

Standard techniques were employed to clean erroneous and redundant data;
for example, “GI Bleeding,” “Gi Bleed,” and “Gastrointestinal Bleeding” were
all mapped to “Gastrointestinal Bleeding.” If “Albuterol” appeared more than
once for a patient, multiple entries were discarded.

The data set used contains only data at the leaves; each leaf node is present
in only one or two tuples on average. This poses two problems: any conclu-
sions formed would be statistically insignificant and the level of computation
required for such an analysis would be exceedingly high due to the existence
of roughly ten thousand different leaf nodes. To alleviate these problems the
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Level 1   Level 2 
0 General morphologic terms-------------------------- no level 2 term codes 

10 general and compression injuries 
11 thermal, cold and irradiation injuries 
12 fracture
13 dislocations and Analyloses 
14 Wounds 

1 Traumatic abnormalities 15 Implants and transplants 
16 Acquired absences 
17 Amputated and transacted structures 
18 Operative Biles

2 Congenital abnormalities 

404

no level 2 term codes 
30 Calculus & Foreign bodies

31 Displacements & Dabmittes 
32 Dilations & diverticuts
33 Rotations & Cysts 

3 Mechanical abnormalities 34 Obstructions & Bitanoses
35 Blood clots, Thrombi &Erraboli
36 Fluid disturbances
37 Hemorrhages 

39 Miscellaneous Structuralabnormalities 
40 Generalterms
41 Acute inflammations
42 Subacute inflammations

4 Types of Inflammation 43 Chronic inflammations
44 Gensubnateous inflammations
45 Organizing inflammations
50 Degenerations
51 Lyses & reabsorbed tissues 
53 Vascular Scienoses
54 Neoroses & Inferots
55 Dapoittions

5 Degenerative abnormalities 56 Dystrophsies
57 Pigmentations
58 Astrophiaso
59 Depletins 

60 No level 2 term codes 
61 Chorrosorrel morphologies 
62 Abnormal cells and cell structures

6 Cellular and sub cellular abnormalities 63 Abnormal hemalopolactic cells
64 Cytologic atypies 
65 Cellular hormonal patterns 
66 Cellularstate reactions

70 Growthalterations 
71 Hypertrophies 
72 Hyperpteseis
73 Metaphases

7 Growth, Maturation & Non-Neoplastic 74 Dyspatastes 
Proliferations 75 Maturation detects 

76 Proliferations
77 Fibroses& Repaltrs 
78 Cyclic tissue alterations 

8InternationalClassification of Neoplasms  No level 2termcodes 
A Specific Veterinary Tumors No level 2 termcodes 

38 Ulcers

Fig. 21.1. Morphology Tree – Condensed
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data was processed at the root level of each tree. At the root level each tree
collapses into much fewer nodes; fourteen root-level drugs, sixteen root-level
topographies, and ten root-level morphologies. By constraining all data to
the root level the degree of differentiation has been greatly reduced from
thousands to 40 (14 + 16 + 10). The trade-off in cost is a great reduction in
precision, while a benefit is the possibility of detecting trends within the data
at the general level.

As the trees were collapsed to the root level the per tuple data was con-
verted to bipolar format. For every tuple each of the 40 root level nodes was
assigned a value of either 1 or −1 depending on whether any data existed
for the leaves of that root node. The node is assigned a value of 1 if at least
one data value is present at the leaves. The node is assigned a value of −1 if
no data is at the leaves. In other words, only existence is preserved; quantity
is lost. The end result for each tuple is a 40-dimensional bipolar array. The
original data is at most 18-dimensional, containing one to six drugs, one to six
topographies, and one to six morphologies. Each dimension may contain one
of thousands of values, and there is no structure to the data due to variable
dimensionality and null and repeated values. By contrast, every tuple of the
transformed data contains 40 dimensions, each of which may take one of only
two values, 1 or −1. The transformed data is much more consistent and lends
itself to computationally intensive analysis such as neural networks.

21.3.5 Building the Neural Network Tool

The Kohonen self-organizing map (SOM) was chosen to organize the data in
order to make use of a spatially ordered 2-dimensional map of arbitrary gran-
ularity. This architecture proved useful when applying data mining and data
visualization techniques to the output. An n × n SOM was implemented for
n = 5, 7, 10, and 20. The Input layer consists of 40 input nodes, corresponding
to the root layers of the three trees: 14 Drug nodes, 16 Topography nodes,
and 10 Morphology nodes.

The following parameters were used to train a 10 × 10 network for trial
0. The training period was set to the default value of 30 epochs, which yields
62430 training iterations for 2081 input tuples. The learning coefficient α is
initialized to 0.06. After approximately 7.5 epochs α is halved to 0.03. After
another 7.5 epochs it is halved again to 0.015. For the final set of 7.5 epochs it is
halved again to become 0.0075. Thus, the network is trained relatively quickly
at the beginning; as learning progresses training is reduced to finetuning. After
30 epochs no learning occurs.

Other network parameters are varied over time as well. The frequency
estimation parameter β is initialized to 0.0005 and successively halved to
0.0001 for the final set of 7.5 epochs. The conscience parameter γ is initialized
to 1.0 and successively halved to 0.125 for the final set of 7.5 epochs. The
neighborhood shape is a constant square of variable width. The neighborhood



21.3 An Unsupervised Neural Network Approach 509

width is reduced over time from 7 nodes to 1 node; this determines the portion
of the network that learns after every iteration.

After the network is trained it is used for one final pass through the input
data set in which the weights are not adjusted. This network testing provides
the final classification of each input data tuple into a single node in the 10×10
grid. The output is taken from the coordinate layer as an (x, y) pair. SOM trial
1 also uses n = 10 and is similar to trial 0 save for random initial conditions.
For trial 2 n = 20; correspondingly, the neighborhoods are larger throughout
training. In trial 3 n = 5 and in trial 4, n = 7; these trials contain smaller
neighborhoods throughout training. For all trials, the learning parameters
mentioned above are very similar.

21.3.6 Applying Data Mining and Data Visualization Techniques

The output of the SOM is a population distribution of tuples with spatial
significance, which may be decomposed into three subspace distributions rep-
resenting the decision boundaries determined by the network. The population
distribution may be aggregated into larger groups to provide clusters not dis-
tinguishable in a high-resolution map. Such clusters can then be analyzed
according to the subspace decomposition to determine significant patterns in
the data.

Figure 21.2 displays the output data population distribution for the trial
0 network. This grid displays the number of tuples that were classified into
each Kohonen layer node (square) during testing. Square (1,1) contains 180
tuples, by far the largest number of any square. Square (2,1) contains only
one tuple and square (1,2) contains none. As SOMs tend to shrink or expand
the output map as needed to fit the data these valleys suggest that the cluster
at (1,1) is very sharp and well defined.

This hypothesis can be confirmed by looking at the raw data, which upon
examination reveals that every one of the tuples in square (1,1) contains root
level data only for Drug 6, Topography 6 and Morphology 5. The tuple at
square (2,1) contains these three root level nodes as well as Drug 7, a difference
slight enough for the network to distinguish the tuple by classifying it one
square away from (1,1). All of the 34 tuples in square (3,1) contain Drug
6, Topography D and Morphology 5 but only 29 of the 34 tuples contain
Topography 6. Clearly the difference between square (3,1) and square (1,1) is
greater than that between square (2,1) and square (1,1).

The initial network organization of 100 squares is aggregated to form clus-
ters that are spatially large; the outline of these areas was determined very
subjectively. It is represented by any (x, y) coordinate pair, which has a pop-
ulation greater than 10 (an arbitrary threshold) combined to form spatially
large clusters.

Cluster A comprises only one square at 1; this is 1% of the output space.
However, this cluster of population of 180; or almost 9% of all the tuples! As
this tends to distribute the data over the entire 2-dimensional output space,
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this indicates that cluster A is well defined. Population and spatial consider-
ations and on domain-specific knowledge were used to create cluster map in
Fig. 21.2. Upon examination of the raw within these clusters one finds sim-
ilarities between the tuples, which are indicative of medical relationships or
dependencies. Numerous hypotheses can be made regarding these relation-
ships, many of which were not a priori known.

The SOM groups together tuples in each square regarding to their similar-
ity. The only level at which the SOM can detect similarities between tuples is
at the root level of each of the three subspace trees since this was the level of
differentiation presented to the SOM’s input. Consequently we should expect
that tuples in the same are often have the same root level drugs, topographies
morphologies. Using data mining principles we can down from the output map
into the raw data to over the source of the SOM’s clustering.

For instance, square (3,10) belongs to cluster D contains 36 tuples. Drilling
down into the data it is covered that of the 36 tuples:
36 tuples (100%) contain Drug 2 (Industrial products) 3 tuples (8%) contain
Topography 5 (Digestive Tract) 13 tuples (36%) contain Topog. 6 (Digestive
Organs) 3 tuples (8%) contain Topography 7 (Urinary Tract) 12 tuples (33%)
contain Topography A (Nervous System & Special Sense Organs)
1 tuple (2%) contain Topog. B (Endocrine System) 5 tuples (13%) contain
Topography C (Hematopoietic & Reticuloendothelial Systems) 2 tuples (5%)
contain Topog. D (Topog. Regions) 36 tuples (100%) contain Morphology 8
(International Classification of Neoplasms)
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Clearly the presence of Drug 2 and Morphology 8 defined are (3,10) since
all of the tuples belonging to this are root-level nodes. For most squares, if it is
covered that there is one or at most two morphologies each can be found in all
or roughly 95% of the tuples. If arbitrary threshold level is dropped to 66% of
the tuples there is almost always one or two morphologies that will surpass the
threshold. If the threshold level is at 100% the following morphology cluster
map may be constructed; this appears as Fig. 21.3.

The number inside each square in the morphology cluster map represents
the root-level code of the morphology tree. For example, there are a large
group of squares in the bottom of the graph that contain a 5; these square
form a cluster for which 100% (the chosen threshold) of the tuples inside
the cluster contain Morphology 5, Degenerative Abnormalities. There are at
least six distinct clusters in this graph. Clearly the morphology clusters are
arranged in a spatially meaningful way by the SOM; one cluster flows into the
next.

A comparison between Fig. 21.2 and Fig. 21.3 shows that there appears
to be some relation between the Population clusters and the Morphology
clusters. Population clusters A (Morph. 5), C(4), F(5), G(5), and J(3) are
entirely enclosed by their respective Population clusters. Clusters D and H
are almost entirely enclosed, while clusters B, E, and I span two or more
clusters, indicating that the Population clusters are not well formed.

The threshold level of 100% was chosen because in most squares, one or
two morphologies are found in 100% of the square’s tuples. If the thresh-
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old is dropped to 66%, the clusters somewhat expand in size, and the overlap
between the Morphology and Population clusters increases. In particular, clus-
ter H is now completely enclosed by Morphology 7, translating to a cluster in
which 66% of the population contains Morphology 7.

A similar drill-down analysis is done for the Drug and Topography sub-
spaces, yielding maps that can be used to explain many of the population
clusters. Additionally, trials 1–4 yielded extremely similar results, with iden-
tical clusters identifiable to those of trial 0, indicating that the clustering of
the data is independent of network size and training parameters. It is now pos-
sible to introduce several heuristics to rate the worthiness of the population
clusters.

The clusters delineated in the previous section were formed on the basis
of population and spatial distribution alone. The worthiness of these clusters
can be measured by the following parameters, which make use of square tuple
population, cluster square count, and overlap with the three tree subspaces.
Subsequently, the population distribution is clustered again with a heavier
emphasis placed on tree subspace overlap.

We can estimate how well formed the Population clusters are by looking
at the total number of tuples in each cluster compared to the average number
of tuples expected for each square of that cluster in a random distribution.
Table 21.1 displays this analysis.

Table 21.1. Cluster assessment worksheet

Cluster A E F G Av.

Population 180 153 121 106 165
Square Count 1 7 4 2 5.9
Tuples/Square 180 21.9 30.3 53 43.4
Cluster Intensity 8.6 1.1 1.5 2.5 2.1
Drug Inclusion 1 .43 .25 1 .59
Topo Inclusion 1 .86 1 .5 .69
Morp Inclusion 1 .43 1 1 .85
Total Inclusion 3.0 1.71 2.25 2.5 2.1
Scaled Square Count 1.5 2.4 1.95 1.65 2.2
Relative Inclusion 4.5 4.1 4.4 4.1 4.6
Cluster Assessment 38.8 4.5 6.6 10.3 9.5

Tuples/Square reflects the average number of tuples per square for that
particular cluster. A completely random distribution of the data would pro-
duce 20.81 tuples per square. A well-defined cluster should exhibit more; the
cluster Intensity value grossly reflects this; it is simply Tuples/Square divided
by 20.81. Cluster E, which has an intensity of 1.1, is not a very well-defined
cluster since a cluster chosen from a random collection of squares would on
average produce the same intensity. By contrast cluster A, which has an inten-
sity of 8.6, is extremely well defined. Note that the Cluster Intensity parameter
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does not incorporate the population of neighboring (border) squares. A very
small population in the border squares, as is the case with cluster A, should
translate to a more well-defined cluster; this factor is not accounted for in the
definition and would be a useful parameter modification.

Most clusters exhibit an intensity slightly greater than 1, as would be
expected. However, a cluster with an intensity of 1.5 (cluster F) is much more
well-defined than a cluster with an intensity of 1.1 (Cluster E); it contains
40% more tuples per square! Clusters A and G overshadow this significant
difference.

Cluster assessment becomes more accurate when the Drug, Topography
and Morphology cluster maps are included in the analysis. The Inclusion
parameters represent the percentage of each population cluster that is en-
compassed in the most dominant Drug, Topography, and Morphology cluster
for that Population cluster, as defined by the 100% threshold. For example,
cluster F is composed of 4 squares. One of the 4 squares (25%) is part of
Drug cluster A, all 4 squares (100%) are part of Topography cluster 6 and
all 4 squares (100%) are part of Morphology cluster 5. The total Inclusion
parameter is the sum of the 3 inclusion proportions; it is a relative measure
of how well each Population clusters overlaps with the three subspace map
clusters. The Scaled Square count parameter resets the Square Count scale
range, originally from 1 to 11, to a new range, 1.5 to 3.0. Relative Inclusion
is simply Scaled Square Count multiplied by Total Inclusion. Square Count is
scaled so that the new range has the same numerical impact (∼1.5 to 3.0) as
total inclusion on the derived parameter. In this fashion the dependence on
cluster size is reduced.

In terms of Total Inclusion clusters A, B, G and J are notably sharp. This
is impressive for large clusters such as B and J. This expectation is realized
in the Relative inclusion parameter for which clusters B (5.3) and J(6.2) have
significantly higher values than all other clusters. Cluster C (4.6) also has a
fairly large Relative Inclusion primarily due to its large size of 11 squares.

Finally, the cluster Assessment parameter is an overall assessment of the
quality of the cluster, which combines Cluster Intensity (relative population)
and Relative Inclusion (overlap with subspace clusters). As would be expected
clusters A and G rate extremely well. Clusters B (6.3) and J (8.0) also rate
fairly well, while cluster E rates very poorly. This can be attributed to cluster
E’s low intensity and inclusion.

These derived parameters are of course very subjective and only crudely
attempt to rate a cluster. The sharpness of cluster boundaries is not included
in the estimate and there is too great of a reliance on cluster size. Nevertheless,
the above numbers are still very useful in rating the worthiness of heuristically
determined clusters.

The following clusters were completely enclosed within two or more sub-
space root nodes:

• A: CNS Drugs; Digestive Organs; Degen. Abnormal.
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• B: CNS Drugs; Digestive Organs
• F: Digestive Organs; Degenerative Abnormalities
• G: General Terms, Antihistamines, and Antiinfective Drugs; Degenerative

Abnormalities.

These clusters are of particular interest since they relate root level nodes
from different trees. Clusters A and F indicate a strong relationship between
Digestive Organs and Degenerative Abnormalities; this relationship may sim-
ply be symptomatic of necrosis of the liver. A look at raw data indicates that
cluster G contains many cases and lipoid degenerations (forms of degenerative
Abnormalities) and the patient was often Tetracycline or Isoniazid (penicillins,
or antiactive Drugs). This extracted relationship is a data set that has been
discovered through data mining.

Knowing that the origin Population cluster map efficient we can recluster
the network output map information gleaned from the subspace inclusion
parameters. In Figure 21.4 a new cluster map is shown. Each node contains a
code representing the root-level nodes for that square at 100%. For example,
square (1,1) contains code 665, indicating that 100% of the tuples in that
square contain Drug 6, Topography 6, and Morphology 5.

The cluster map was regenerated using clusters the subspace maps as well
as spatial configuration of the original SOM feature space to realize nonactive
clusters and population (to create larger clusters). Conflicting goals of the
cluster formation are the cluster size and dimensionality of cluster definition,
given the number of the root level nodes that are contained by the tuples
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in the cluster. The increased specificity and enable detection of fine clusters
perhaps indicative of known relations on the data that would likely be covered
with broader clustered feature space.

All of the multiple square clusters contain at least root level nodes from
different trees. Many of the training single squares contain two root level nodes
from different trees as well; for example, all 29 tuples in square (10,3) contains
Topo. 8 and Morp. 7 as indicated by the code “x87” within the square; the
“x” denotes that no single drug was contained by 100% of the tuples. In
summary, the root-level node frequency data allows construction of root-level
node clusters, individually by the subspace and as an intersection of subspaces.
This allows generation more meaningful clusters using spatial, population, and
subspace correspondence consideration. Many of the clusters identified using
the above method not only comprise multiple squares but often are defined
by multiple root-level nodes across the subspace trees. These clusters are a
potential gold mine of data nuggets.

21.4 Data Mining – Assisted Decision Support for Fever
Diagnosis – Case Study

In this section, we explain the dangers of inaccurate of delayed diagnosis of
fever and show that fever diagnosis is an ideal candidate for decision support.
An architecture that uses the assistance of data mining to provide decision
support for fever diagnosis is proposed. The proposed system also uses con-
cepts of artificial intelligence to carry out the process of diagnosis. We describe
the various components of the architecture and the interactions between them.
The architecture contains a data warehouse, which is incrementally refreshed
with case details. The patterns obtained by mining the warehouse are used to
formulate rules and in turn form questions in simple English. An interactive
GUI, which poses questions to the physician. Each successive question is cho-
sen based on the responses received previously. We conclude by saying that
the results of such a system cannot be expected to occur in any definite time
frame information can be discovered only if it is present. This case study is
taken from S. Jayakumar et al. S.V. College of Engg, Pennalur, India, 2002.

Apart from being one of the most common “symptoms” encountered by
physicians while treating patients, a fever is also a symptom that can have
an extremely wide array of causes. Thus, a physician when confronted with
a feverish patient, has to ask a number of questions and possibly make a
large number of eliminations in order to arrive at the right diagnosis. The
causes of fever may vary from neoplastic disease to sunstroke, and may have
geographical, age-related, and racial variations. Also there are certain cases,
wherein it is absolutely vital that a fever is diagnosed correctly at a very early
stage. A classic example would be that of malaria. There are four species of the
protozoan Plasmodium, which produce malaria in its various forms. Of these,
the malaria caused by Plasmodium falciparum is the most dangerous, because,
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if left untreated, it can cause cerebral malaria, which is fatal. Meningitis is
another form of fever that can turn fatal if not treated early.

The factors mentioned above, among others, make diagnosis of fever an
ideal candidate for decision support. The process of diagnosis can be enhanced
if the physician can always be up to date with any new information – the kind
of information procured through data mining. Data mining is the process of
discovering nonobvious and potentially useful patterns in large data reposito-
ries such as warehouses.

21.4.1 Architecture for Fever Diagnosis

Here we give a brief overview of the proposed architecture. We explain the
basic functions carried out by the various components of the architecture and
also the interactions between these components. The detailed functioning of
each of the components is explained in the sections that follow along with
relevant examples.

The main components of the architecture are the Medical Data Definition
component (MDD), Physician system interface (PSI), Diagnostic Question
Banque (DQBanque), Pattern Extractor and Rule constructor.

The pattern extractor consists of both a data warehouse and a data mining
tool set. The data warehouse consists of exhaustive case histories of patients.
The patterns that are generated by mining the warehouse are used by the rule
constructor in order to construct new rules. These rules are then sent to the
DQBanque. The DQBanque performs the task of converting these rules into
questions in simple English, while also acting as a storage area for both the
rules and the questions. During the process of diagnosis, the DQBanque sends
appropriate questions to the PSI, which is a GUI used by the physician. The
responses received by the PSI are sent back to the DQBanque, and based on
these responses the appropriate follow-up questions are selected and sent to
the PSI. The proposed system also contains the MDD that contains the vari-
ous fever-related terms and their explanations. This component also contains
information regarding the form in which data are stored in the warehouse, the
facilitating data cleaning.

21.4.2 Medical Data Definition Component

The Medical Data Definition component defines the data and the metadata
related to the topic of fever diagnosis. This includes specifics like symptoms,
type of fever, diet classification, frequency of symptoms, temperature, dura-
tion of symptoms, blood pressure, strain of pathogen, etc. It also includes
descriptions of various patient-related information in the form of attributes.
This information includes name, age, sex, height, weight, race, and location
among others. To be stored in the data warehouse, it is necessary that the
data be taken through a data preparation process, or in other words the data
must be cleaned. Data cleaning is the process of resolving inconsistencies in
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format and naming. The MDD helps in specifying the categories under which
the data that is got via the PSI will be stored in the data warehouse after
cleaning. It has a two-way connection to the pattern generator.

21.4.3 Physician–System Interface

This is basically a GUI that assists the physician in carrying out the process
of diagnosis. It serves a dual purpose:

• Displays the appropriate questions, which it acquires from the DQBanque
• Accepts the responses and sends them to the Pattern Extractor and the

DQBanque

The questions displayed by the PSI are framed by the DQBanque (in simple
English) based on the rules present in it. These questions predominantly re-
quire yes/no type responses or at the most, one-phrase answers. The responses
thus obtained are sent to both the Pattern Extractor and the DQBanque. The
Pattern Extractor will convert the data into the appropriate form (with the
help of the MDD) and feed it into the data warehouse. The DQBanque ana-
lyzes the responses and determines the next appropriate question to be posed
to the physician.

21.4.4 Diagnostic Question Banque

This component serves as a repository for both diagnoses-related rules and
the simple English questions derived from those rules. The rules are obtained
from the rule constructor as and when they are formed. The DQBanque per-
forms the function of converting these rules into questions, which are in simple
English, along with storing these questions. Even after the conversion process,
the DQBanque retains the rules in their original form as well. When the di-
agnosis takes place, at first the DQBanque send over standard patient related
and preliminary disease-related questions to the PSI. The responses are sent
back to the DQBanque in real time. After a certain stage, the next question to
be asked, is decided by the DQBanque on the basis of the responses received
so far. Often a particular response would necessitate the asking of a set of
questions rather than just one. These questions would be placed in a stack, as
would the sets of questions necessitated by each one of these questions. Thus
the DQBanque performs the task of traversing all these stacks to whatever
extent necessary in order to form a diagnosis.

From the above information we can see that the DQBanque has a one-way
connection with the Rule Constructor and a two-way connection with the PSI.

The functioning of the DQBanque is now discussed in the context of diag-
nosis of bacterial meningitis. The following is a typical set of questions that
would be displayed on the PSI during the course of diagnosis of this disease:

What is the name of the patient?
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Andrew Miller
What is Andrews’ sex?
Male
What is Andrew’s age?
25
Country of Residence?
United States
State/Province?
New York
Race
Caucasian

The above questions are examples of standard queries (put to all pa-
tients), the responses to which are stored in the hospital records. The individual
responses may or may not be fed into the data warehouse.

Temperature?
98.6
Pulse?
100
Respirations?
20
Blood Pressure?
110/70
Recent occurrence of seizures?
Yes

The information collected so far suggests the possibility of both bacterial
meningitis and herpes encephalitis headaches?

Yes
If the response had been “No,” the next question would have possibly been:
Presence of temporal lobe lesions?
A “Yes” response for this question would strongly suggest the presence of

herpes encephalitis, and the line of questioning would proceed appropriately.
Considering that the response was “yes” to the query about headaches, the
questioning continues as follows.

Stiff neck?
Yes
Unusual change in mental status?
Yes

At this point all the classic symptoms of bacterial meningitis have been
established.

Thus the typical working of the DQBanque was illustrated in the context
of bacterial meningitis.



21.4 Data Mining – Assisted Decision Support for Fever Diagnosis 519

21.4.5 Pattern Extractor

This component is composed of two parts: the data warehouse and the data
mining toolset. The data warehouse basically consists of a data cube and a
two-dimensional table. The data cube contains an exhaustive list of case his-
tories with all the possible relevant information such as case number, age,
sex, race, geographical location, existing ailments and conditions, hereditary
ailments, and current symptoms among others. The 2-D table would contain
only information stating the various symptoms and conditions correspond-
ing to each individual fever-causing disease. The data cube is augmented with
fresh case details in real time as and when diagnosis takes place. The responses
to the questions posed by the PSI (which are either yes/no responses or single
phrases) are transferred to the pattern extractor and held in temporary stor-
age. After the necessary data cleaning is done (with the help of the MDD),
the data is fed into the data cube. The data cleaning process is done with the
assistance of the MDD to resolve any inconsistencies in storage format and
naming. Thus we see that the data cube is incrementally refreshed.

The data mining tool set implements a rich set of mining algorithms based
on association rules, classification, and time-series analysis. These algorithms
are periodically used on the data present in the data cube, in order to generate
any kind of “interesting” patterns. The aimed end result of these patterns is
basically to find a set of symptoms, conditions, and other factors such as
race, age, gender, and location associated with each individual fever-causing
disease. The information thus generated is stored in a dynamically expandable
2-D table. A typical row in the table would contain the name of the disease in
the first column, and the various associated information in the other columns.
So, to put it succinctly, the results of mining the data cube are stored in the
2-D table. The rule constructor receives the information present in the 2-D
table and formulates new rules.

So, we see that the pattern extractor has one-way connections to both the
PSI and the rule constructor. It also has a two-way connection with the MDD.

When the patient’s age is taken as input, he/she is automatically classified
as a neonate, a child, or an adult. The data cube present extractor contains
an attribute called age group, which stores this information. The data cube
also contains attributes specifying the organism, which caused the disease.
For example, it is known that H. influenzae or N. meningitis generally causes
the occurrence of bacterial meningitis in children. This is the kind of know-
ledge that can potentially be gained from the data mining process. One can
also discover nonobvious racial, geographical, or diet-related patterns in the
occurrence of fever. The new knowledge thus found can greatly quicken the
process of diagnosis and possibly make it more accurate.

21.4.6 Rule Constructor

The Rule Constructor has a one-way connection to the pattern extractor and
another one to the DQBanque. This component gleans the data stored in the
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2-D table (present in the pattern extractor) and formulates rules based on this
data. Any rule thus formed is first compared to the database of rules present
in the DQBanque. If the rule already exists, it is discarded. Else, it is added
on to the database of rules in the DQBanque. The following rules illustrate
the basic format of rules formed by the Rule Constructor.

IF seizure = yes AND

Headache = yes AND

Stiffneck = yes AND

Mentalstatechange = yes

THEN Bacterial/Meningitis.

IF seizure = yes AND

Nonseasonalfocalneurologicdefect = yes

AND

Temporallobeleisions = yes

THEN Herpesencaphalitis

When a “yes” response is received for the query “seizures?” the DQBanque
is searched for rules having an “If” condition “seizures = yes.” When such a
rule is found, the other conditions of the rule are traversed one by one, and the
corresponding questions are chosen from the DQBanque and sent to the PSI.
When a certain condition in the rule is not satisfied, that rule is discarded,
and the search starts for another rule, which has the condition “seizures-yes.”
This is basically how questions are chosen and sent to the PSI. Although this
explanation basically pertains to a process taking place in the DQBanque,
we chose to give it here, as we wanted all rule-related discussions to appear
together. These rules have scope for evolving further as the mining process
takes place. It would generally be a slow and almost static evolution.

21.5 Data Mining and Science

Although data mining can be invaluable tool in analyzing this data, it faces
the additional challenge that scientific data frequently is not in a convenient
flat file format. Scientific data is frequently in the form of images, which are
relatively easily examined by humans, but which present a myriad of problems
for data mining programs. There is also time-series and sequence data such
as DNA sequences, which need special algorithms to be dealt with effectively.

An example of mining scientific data was the cataloging of a sky survey.
The Second Palomar Observatory Sky Survey took six years to collect three
terabytes of image data containing an estimated two billion sky objects. The
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three thousand photographic images were scanned into 16-bit pixel resolu-
tion digital images at 23, 040 × 23, 040 pixels per image. The problem was
generating a survey catalog of all these sky objects from this information. Ad-
ditionally, the attributes and class of each object are needed to be determined
and recorded in the catalog. To solve this problem, the Sky Image Cataloging
and Analysis Tool (SKI-CAT) system was developed.

The majority of objects in each image were faint, making determination
of their class by visual inspection or classical computational approaches in
astronomy impossible. SKI-CAT used decision tree-learning algorithms to ac-
curately predict sky object classes. This accuracy was verified by comparison
with a set of high-resolution charged-couple device images. SKI-CAT was
94% accurate at predicting the class of sky objects, which increased the num-
ber of reliably classified objects by 300%. These results have already helped
astronomers discover sixteen new high red-shift quasars. Such quasars are
difficult to find and provide clues about the early history of the universe.

The Magellan spacecraft orbited the planet Venus for over five years and
used synthetic aperture radar to penetrate the gas and cloud cover to map the
surface of the planet. The result is that we have a unique high-resolution map
of the entire planet. In fact, we have more of Venus mapped at the 75-m pixel
resolution than we do of the Earth because so much of the Earth is covered
by water. This data set is valuable because of its completeness and because
Venus is the most similar to Earth in size. It is hoped that learning about the
geological evolution of Venus will produce valuable lessons about the Earth.

The immense size of this data set prevents planetary geologists from per-
sonally examining all the images. To assist geologists in analyzing the Venus
map, the Jet Propulsion Laboratory developed the Adaptive Recognition Tool
(JARtool). The system seeks to automate the search for small volcanoes by
training the system via examples. The geologists would label a small sample
of the images and the system would then use these to train itself to recognize
small volcanoes. The system would then attempt to locate and measure the
planet’s estimated one million small volcanoes. It used classification learning
to distinguish true detections of volcanoes from false alarms. It performed as
well as scientists in identifying common types of small volcanoes, but rarely
detected those scientists are not sure about.

The geoscientific data mining system Quakefinder automatically detects
and measures tectonic activity in the earth’s crust using satellite data. It
was used to map the direction and magnitude of group displacements due to
the 1992 Landers earthquake in Southern California over a spatial region of
several hundred square kilometers at a resolution of 10 m to a subpixel pre-
cision of 1 m. Quakefinder is implemented on a 256-node Gray T3D parallel
supercomputer so that the gathered data can rapidly produce scientific re-
sults. Besides automatically measuring known faults, it also allows automatic
knowledge discovery by indicating novel unexplained tectonic activity away
from the primary faults never before observed. Future work will focus on the
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measurement of continuous processes over many images, instead of simply
measuring abrupt behavior seen during earthquakes.

In summary, although data mining is still limited in its functionality, its
potential is nearly unlimited. Already business, science, and security have
derived benefits from its development. Databases that used to store millions
of bits of useless information can be mined for insights that can greatly profit
the miners. Recently, scientific instruments and business systems have been
gathering extra information that was apparently useless simply because it
was so easy to do. The creation of data mining makes this excess information
useful.

21.6 Knowledge Discovery in Science as Opposed
to Business-Case Study

The relatively new discipline of data mining is most often applied to extrac-
tion of useful knowledge from business data. However, it is also useful in some
scientific applications where this more empirical approach complements tra-
ditional data analysis. The example of machine learning from air quality data
illustrates this alternative. This case study is taken from Brian J Read, CLRC
Rutherford Appleton Lab, Oxon, UK

Data mining is the essential ingredient in the more general process of
knowledge discovery in databases (KDD). The idea is that by automatically
sifting through large quantities of data it should be possible to extract nuggets
of knowledge.

Data mining has become fashionable, not just in computer science (jour-
nals and conferences), but particularly in business IT. (An example is its
promotion by television advertising.) The emergence is due to the growth in
data warehouses and the realization that this mass of operational data has
the potential to be exploited as an extension of business intelligence.

21.6.1 Why is Data Mining Different?

Data mining is more than just conventional data analysis. It uses traditional
analysis tools (like statistics and graphics) plus those associated with artificial
intelligence (such as rule induction and neural nets). It is all of these, but
different. It is a distinctive approach or attitude to data analysis. The emphasis
is not so much on extracting facts, but on generating hypotheses. The aim is
more to yield questions rather than answers. Insights gained by data mining
can then be verified by conventional analysis.

21.6.2 The Data Management Context

“Information technology” was originally “data processing.” Computing in the
past gave prominence to the processing algorithms – data were subservient.
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Typically, a program processed input data tapes (such as master and detail
records) in batches to output a new data tape that incorporated the trans-
action. The structure of the data on the tapes reflected the requirements of
the specific algorithm. It was the era of Jackson Structured Programming.
The concept of database broke away from this algorithm-centric view. Data
assumed an existence independent of any programs. The data could be struc-
tured to reflect semantics of relationships in the real world. One had succes-
sively hierarchical, network, relational, and object data models in commercial
database management systems, each motivated by the desire to model better
the structure of actual entities and their relationships.

A database is extensional, storing many facts. Some information is in-
tentional; that is, it manifests as rules. Some limited success was achieved
with deductive databases that stored and manipulated rules, as for example
in Prolog-based systems. This encouraged Expert Systems. However, it was
hard to achieve solid success. The main difficulty was the knowledge elicita-
tion bottleneck: how to convert the thought processes of domain experts into
formal rules in computer.

Data mining offers a solution: automatic rule extraction. By searching
through large amounts of data, one hopes to find sufficient instances of an
association between data value occurrences to suggest a statistically significant
rule. However, a domain expert is still needed to guide and evaluate the process
and to apply the results.

21.6.3 Business Data Analysis

Popular commercial applications of data mining technology are, for example,
in direct mail targeting, credit scoring, churn prediction, stock trading, fraud
detection, and customer segmentation. It is closely allied to data warehous-
ing in which large (gigabytes) corporate databases are constructed for deci-
sion support applications. Rather than relational database with SQL, these
are often multidimensional structures used for the so-called on-line analytical
processing (OLAP). Data mining is a step further from the directed question-
ing and reporting of OLAP in that the relevant results cannot be specified in
advance.

21.6.4 Scientific Data Analysis

Rules generated by data mining are empirical – they are not physical laws.
In most research in the sciences, one compares recorded data with a theory
that is founded on an analytical expression of physical laws. The success or
otherwise of the comparison is a test of the hypothesis of how nature works
expressed as a mathematical formula. This might be something fundamental
like an inverse square law. Alternatively, fitting a mathematical model to the
data might determine physical parameters (such as a refractive index).
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On the other hand, where there are no general theories, data mining tech-
niques are valuable, especially where one has large quantities of data contain-
ing noisy patterns. This approach hopes to obtain a theoretical generalization
automatically from the data by means of indication, deriving empirical mod-
els, and learning from examples. The resultant theory, while may not be not
fundamental, can yield a good understanding of the physical process and can
have great practical utility.

21.6.5 Scientific Applications

In a growing number of domains, the empirical or black box approach of data
mining is good science. Three typical examples are:

Sequence Analysis in Bio Informatics

Genetic data such as the nucleotide sequences in genomic DNA are digital.
However, experimental data are inherently noisy, making the search for pat-
terns and the matching of subsequences difficult. Machine-learning algorithms
such as artificial neural nets and hidden Markov chains are a very attractive
way to tackle this computationally demanding problem.

Classification of Astronomical Objects

The thousands of photographic plates that comprise a large survey of the night
sky contain around a billion faint objects. Having measured the attributes of
each object, the problem is to classify each object as a particular type of
star or galaxy. Given the number of features to consider, as well as the huge
number of objects, decision tree-learning algorithms have been found accurate
and reliable for this task.

Medical Decision Support

Patient records collected for diagnosis and prognosis include symptoms, bod-
ily measurement, and laboratory test results. Machine-learning methods have
been applied to a variety of medical domains to improve decision making. Ex-
amples are the induction of rules for early diagnosis of rheumatic diseases and
neural nets to recognize the clustered microcalcifications in digitized mammo-
grams that can lead to cancer.

The common technique is the use of data instances or cases to generate
an empirical algorithm that makes sense to the scientist and that can be put
to practical use for recognition or prediction.

21.6.6 Example of Predicting Air Quality

To illustrate the data mining approach, both advantages and disadvantages,
this section describes its application to a prediction of urban air pollution.
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Motivation

One needs an understanding of the behavior of air pollution in order to predict
it and then to guide any action to ameliorate it. Calculations with dynamical
models are based on the relevant physics and chemistry.

An interesting research and development project pursuing this approach
is DECAIR (Development of an earth observation data converter with appli-
cation to air quality forecast- http://www-air.inria.fr/decair/). This concerns
a generic system for exploiting urban quality models by incorporating land
use and could cover data from remote-sensing satellite images.

To help with the design and validation of such models, a complementary
approach is described here. It examines on air quality empirically. Data mining
and, in particular, machine-learning techniques are employed with two main
objectives:
1. To improve our understanding of the relevant factors and their relation-

ships, including the possible discovery of nonobvious features in the data
that may suggest better formulations of the physical models;

2. To induce models solely from the data so that dynamical simulations
might be compared to them and that they may also have utility, offering
(shortterm) predictive power.

Source Data

The investigation uses urban air quality measurements form the City of Cam-
bridge (UK) [Cambridge City Council Air Quality Monitor: http://www.io-
ltd.co.uk/ccc.html]. These are especially useful since contemporary weather
data from the same location are also available. The objectives are, for ex-
ample, to look for and interpret possible correlations between each pollutant
(NO, NO2, NOx, CO, O3, and PM10 particulates) and

a. the other pollutants;
b. the weather (wind strength and direction, temperature, relative humidity

and radiance); looking in particular for lags – that is, one attribute seeming
to affect another with a delay of perhaps hours or of days.

Data Preparation

Before trying to apply machine learning and constructing a model, there are
three quite important stages of data preparation. The data need to be cleaned,
explored, and transformed. In typical applications, this can be most of the
overall effort involved.

a) Cleaning

Though not elaborated here, but commonly a major part of the KDD process
is data cleaning. In this case, one is concerned with imposing consistent for-
mats for dates and times, allowing for missing data, finding duplicated data,
and weeding out bad data – the latter are not always obvious. The treatment
of missing or erroneous data needs application dependent judgment.
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b) Exploration

Another major preliminary stage is a thorough examination of the data to ac-
quire familiarity and understanding. One starts with basis statistics – means,
distributions, ranges, etc – aiming to acquire a feeling for data quality. Other
techniques such as sorting, database queries, and especially exploratory graph-
ics help one gain confidence with the data.

c) Transformation

The third preparation step is data set sampling, summarization, transfor-
mation, and simplification. Working with only a sample of the full data, or
applying a level of aggregation, may well yield insight and result that are
quicker (if not even discernible at all) than with the complete data source. In
addition, transforming the data by defining new variables to work with can be
a crucial step. Thus one might, for instance, calculate ratios of observations,
normalize them into bins, bands, or classes.

Initial Analysis

The initial analysis concentrated on the daily averages for the weather mea-
surements and daily maxima of the pollutants. This simplifies the problem,
the results providing a guide for a later full analysis. In addition, the peak
values were further expressed as bands (e.g., “low,” “medium,” and “high”).
For example, ozone (O3) values were encoded as

LOW <50 ppb
MEDIUM 50–90 ppb

HIGH >90 ppb

The bands relate to standards or targets set by the UK Expert Panel on
Air Quality Standards (EPAQS) that the public can appreciate. (For ozone,
the recommended limit is 50 ppb as an 8-hour running average).

The data exploration and analysis is guided by domain knowledge and
enhanced by it, Examination of the Cambridge air pollution data confirmed
initial expectations:

• There is a daily cycle with peaks in the afternoon.
• Sundays have low pollution
• An east wind (from industrial Europe) increases ozone levels.
• Sunlight on nitrogen dioxide (NO2) produces ozone.
• Particulates (PM10) come from vehicle exhausts.

Cambridge has little industry and within an urban environment traffic is
the dominant pollution agent. Its effect depends on the local topography,
so mesoscale dynamical models have restricted value.



21.6 Knowledge Discovery in Science as Opposed to Business-Case Study 527

Modeling

The two principal machine-learning techniques used in this application are
neural networks and the induction of decision trees. Expressing their predic-
tions as band values make the results of such models easier to understand.

a) Decision Trees

Applying the C5.0 algorithm to the data to generate a simple decision tree,
one gets for ozone bands:

AirTemp = <28.3 → LOW
AirTemp > 28.3
RelHum = <58.1 → HIGH
RelHum > 58.1 → MEDIUM

This suggests how the ozone concentration depends mainly on the air
temperature and relative humidity. The same tree, expressed as a rule set is:

Rules for HIGH:

Rule #1 for HIGH:

If AirTemp >28.3

And RelHum = <58.1

Then → HIGH

Rules for LOW:

Rule #1 for LOW:

If AirTemp = <28.3

Then → LOW

Rules for MEDIUM:

Rule #1 for MEDIUM:

If AirTemp > 28.3

And RelHum > 58.1

Then → MEDIUM

Default: → LOW

In fact, the support for these rules is modest. The handicap is that there
are too few instances of HIGH ozone days into the data. Reliable predictions
would need something more elaborate, but this illustrates the idea.
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b) Neural Networks

Alternatively, the daily data can be fitted with an artificial neural network to
model the ozone band value. A first attempt yields:

Neural Network “O3band” architecture
Input Layer: 5 neurons
Hidden Layer #1: 4 neurons
Output Layer: 4 neurons
Predicted Accuracy: 96%
Relative Importance of Inputs
Air Temp: 0.29
RelHum: 0.06
Rad: 0.04
Wet: 0.02
Windspeed: 0.004

Again, this shows that air temperature is the dominant predictor. However,
given the limited quantity of data summarized to daily values, it is not worth
trying to refine the model network.

Software

The air quality data were analyzed using the data mining software package
Clementine (http://www.spss.com/software/clementine/and http://www.isl.
co.uk/-originally from Integral Solutions Ltd. and now from SPSS Inc.) While
this provides standard machine-learning algorithms to generate models, its
great virtue is the powerful visual environment it offers for data exploration.
This case of data exploration and modeling is crucial is in allowing the domain
expert to attack the problem and find applicable results.

In summary, work so far supports the common experience in data mining
that most of the efforts is in data preparation and exploration. The data must
be cleaned to allow for missing and bad measurements. Detailed examina-
tion leads to transforming the data into more effective forms. The modeling
process is very iterative, using statistics and visualization to guide strategy.
The temporal dimension with its lagged correlations adds significantly to the
search space for the most relevant parameters.

Investigation that is more extensive is needed to establish under what cir-
cumstances data mining might be as effective as dynamical modeling. (For
instance urban air quality varies greatly from street depending on buildings
and traffic.) A feature of data mining is that it can “short circuit” the postin-
terpretation of the output of numerical simulations by directly predicting the
probability of exceeding pollution thresholds. A drawback is the need for large
datasets in order to provide enough high-pollution episodes for reliable rule
induction. More generally, data mining analysis is useful to provide a reference
model in the validation of physically based simulation calculations.
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21.7 Data Mining in a Scientific Environment

The advent of the computer has brought with it the ability to generate and
store huge amounts of data. For example, it is not unusual for power users
to have the equivalent of three or four encyclopedias worth of data online.
When you add the data generated by government and other organizations,
such as the recently completed census or the data collected every time you
make a purchase at any modern supermarket, the volume of data available is
almost incomprehensible. The problem is in how to turn this data into usable
information.

However, this is not a new phenomenon. Scientists, especially experimen-
talists, have long had to tackle this problem. While Isaac Newton may have
formulated his theory of gravity when an apple fell on his head, it was still
followed by hundreds, if not thousands, of experiments demonstrating, vali-
dating, and/or refining the original equation. Taking more recent examples,
the volume of data generated by space probes and particle physics, dwarfs any-
thing previously contemplated. Looking closer to home, scientists at ANSTO
often analyze data generated over their entire working career of twenty or
thirty years.

Over the centuries, various methods have been developed to deal with this
volume of data, many of which were seen as major steps forward for math-
ematics at the time. Some of these methods include fast Fourier transforms,
multivariate regression analyses, as well as a whole range of statistical meth-
ods. More recently, visualization has been widely adopted by scientists as a
means of studying the ever-growing masses of data.

21.7.1 What is Data Mining?

With the current trends in centralization of an organization’s data in large
databases, particularly in a commercial environment, the process of extracting
useful information has become more formalized and the term Data Mining
has been coined for it. In one of the first papers on commercial data mining,
Evangelos Simoudis of IBM defined it as:

The process of extracting previously unknown, comprehensible and action-
able information from large databases and using it to make crucial business
decisions (Simoudis 1996).

This definition has a definite business flavor and much of IBM’s develop-
ment of data mining has been in this direction. In practice, data mining is a
process that can take on different approaches depending on the type of data
involved and the objectives desired. As this is still very much an evolving dis-
cipline, much work is being undertaken to determine standard processes for
the varied environments. Further, as the context in which the data is gathered
is often an important component, this must be factored into any analysis.

Data mining consists of three components: the captured data, which must
be integrated into organization-wide views, often in a Data Warehouse; the
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mining of this warehouse; and the organization and presentation of this mined
information to enable understanding.

The data capture is a fairly standard process of gathering, organizing, and
cleaning up; for example, removing duplicates, deriving missing values where
possible, establishing derived attributes and validation of the data. Much of
the following processes assume the validity and integrity of the data within
the warehouse. These processes are no different to any data gathering and
management exercise.

The Data Mining process itself is the extraction of valid and previously
unknown information, as given in the definition above. There are two ap-
proaches: verification driven, whose aim is to validate a hypothesis postulated
by a user, or discovery driven, which is the automatic discovery of information
by the use of appropriate tools.

The data mining process is not a simple function, as it often involves a
variety of feedback loops since while applying a particular technique, the user
may determine that the selected data is of poor quality or that the applied
techniques did not produce the results of the expected quality. In such cases,
the user has to repeat and refine earlier steps, possibly even restarting the
entire process from the beginning. This is best illustrated in Figure 21.5 from
Simoudis article.

The final step is the presentation of the information in a format suitable
for interpretation. This may be anything from a simple tabulation to video
production and presentation. The techniques applied depend on the type of
data and the audience as, for example, what may be suitable for a knowledge-
able group would not be reasonable for a naive audience.

Transformed
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Information

Information
AssimilatedData

select

Data
Warehouse

transform

Selected
Data

mine assimilate

Fig. 21.5. The Data Mining Process
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Verification Driven Data Mining

Currently, the most common use of data mining is verification driven and
is primarily aimed at confirmation of an idea. Generally, the mechanism is
to propose some association or pattern and then to study the data to find
support, or otherwise, for the proposal.

There are a number of standard techniques used in verification driven min-
ing; these include the most basic form of query and reporting, presenting the
output in graphical, tabular, and textual forms, through to multidimensional
analysis and on to statistical analysis.

Discovery-driven Data Mining

The discovery-driven approach depends on a much more sophisticated and
structured search of the data for associations, patterns, rules, or functions,
and then having the analyst review them for value. The current techniques for
performing discovery-driven mining consist of four different approaches: pre-
dictive modeling, including neural nets, link-analysis technique that attempts
to establish links between records, database segmentation that partitions the
data into collections of related records, and finally deviation detection that
identifies point that do not fit in a segment.

21.7.2 Traditional Uses of Data Mining

Within the business world, data mining is being seen as a method of tapping
into the value of the data with an organization and providing a competitive
advantage. An example of this is the analysis of purchase histories, drawn
from credit card transactions, preferred customer schemes, frequent shop-
per schemes, and any other purchasing data that includes customer informa-
tion. Using a method called neural segmentation, a number of different types
of purchase patterns can be identified and then customer groupings can be
associated with this data.

For instance, such analysis of shopping has identified two groups of people
who purchase baking items, the first being older, retired couples, and the
second, young couples with large families. The next step may be to look at
product linkage; for example, there may be a group of people who purchase
men’s suits, women’s high-fashion shoes, men’s ties and expensive chocolates.
They do not buy baby clothes, houseware, and greeting cards. This indicates
that a store may be able to bring in more customers for a sale of suits if they
have chocolates for half-price, or better yet, give away the chocolates.

These procedures can be used further for the analysis of any activity that
generates large volumes of data, from specific surveys through to the collection
of operational data, such as stock movements, or point-of-sale information. An
example of this is Market Basket Analysis, which refers to the discovery of
patterns within items purchased as is illustrated by such correlations between
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the purchase of paint and paint brushes or paint thinner. These associations
can then be used to determine shelf locations and promotional sales planning.

Such analysis is the main force driving the introduction of data mining
within large organizations and, thus, the current interest in such research. It
is invariably related to the interrogation of large volumes of data, using high-
performance systems and massive amounts of storage. However, there is still
the need to apply some common sense to the results as spurious patterns and
associations may be found. It is quite possible for an association to be found
between the purchase of paint and cat food, which may be caused by other
factors that were not part of the original analysis.

Most commonly, data mining is a single step in the entire process of
Decision Support, and fits into the general process: Data Warehouse - Data
Mining - Decision Support.

21.7.3 Data Mining in a Scientific Environment

While IBM may be driving data mining in the commercial marketplace, the
origins are in fact in scientific computing with considerable work being done
at UCLA and the University of Helsinki. Some of the original work was on
geophysical databases in an attempt to process some of the large volumes of
data they have available.

What is not considered in much of the work on data mining is that most,
if not all, of this work is just as applicable to the scientific environment.
One of the critical issues with data mining is a credibility check being per-
formed by someone who is aware of the field. Most scientists, and in particular
experimentalists, have a great respect for their data, being well aware of the
dangers of using inapplicable methods for analysis. An excellent example of
this is given in Clifford Stoll’s new book Silicon Snake Oil, in which he de-
scribes a study by an astronomer, Professor Li Fang, into the periodic motions
of the earth’s axis. This study involved the analysis of thousands of years of
astronomical measurements. Dr Li had performed all the measurements by
hand and Clifford was attempting to show him how easy it would have been
with a computer. On presenting his results, Dr Li replied:

When I compare the computer’s results to my own, I see that an error
has crept in. I suspect it is from the computer’s assumption that our data is
perfectly sampled throughout history. Such is not the case, especially during
the Sung dynasty. And so, it may be that we need to analyze the data in a
slightly different manner.

Having a computer, I had naturally cast the problem as simple data analy-
sis.... The real challenge was understanding the data and finding a good way
to use it (Stoll 1995).

The underlying principles of the science method, being the cycle
observation-hypothesis-experiment fits well with the processes of data min-
ing with discovery driven mining working well for the observation-hypothesis
step and the verification driven mining for the hypothesis-experiment step.
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As scientists have been working with this principle for centuries, and as most
mathematics has been intended to support such scientific endeavors, many, if
not all, of the methods are already being used by them. In many cases, the
only change is in the terminology, not in the practice.

The final stage in any data mining is the presentation of results and this
has both a very long history and is an area of rapid change in scientific work.
This stems from simple graphs that scientists have long studied through to
the latest techniques in visualization being demonstrated on high-performance
graphics workstations.

21.7.4 Examples of Scientific Data Mining

One example of the scientific analysis of such data found in farming and
the environment, is optimization of crop yield while minimizing the resources
supplied. To minimize the resources, it is necessary to identify what factors
affect the crop yield, out of such items as chemical fertilizers and additives;
for example, phosphate, the moisture content and type of the soil.

One analysis looked at over 64 separate items measured over a number
of years to extract the items that were significant. Initially the analysis was
discovery-driven mining to attempt to find what parameters were significant,
either by themselves or in conjunction with others. Using such statistical meth-
ods as multivariate regression analysis, the parameters that are significant and
their relative influence was determined. From this, an equation was developed,
which was then further verified through verification driven mining against new
datasets.

Of more general interest, global climate change studies, a hot research area,
are primarily a verification-driven mining exercise. Climate data has been
collected for many centuries and is being extended into the more distant past
through such activities as analysis of ice core samples from the Antarctic and,
at the same time, a number of different predictive models have been proposed
for future climatic conditions. The sample data is then used to verify these
models by seeing if they accurately predict past conditions, which can then
be compared with the sample data. From this, the models are then further
refined and used for another round of verification driven mining.

21.7.5 Concluding Remarks

Data mining is a new term and formalism for a process that has been un-
dertaken by scientists for generations. The massive increase in the volume of
data collected or generated for analysis with the use of computers has made
it an essential tool. However, despite the more formal approach, data mining
is something that scientists perform on an ad hoc basis and can easily adapt
to. Many of the methods used for the analysis of the data were originally
developed to process scientific data and are used unchanged.
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21.8 Flexible Earth Science Data Mining System
Architecture

Designing a data mining system for Earth Science applications is complex and
challenging. The issues that need to be addressed in the design are (1) variabil-
ity of data sets, (2) operations for extracting information, and (3) providing
the capability to the user to write complex mining plans. Earth Science data
sets not only come in different formats, types, and structures, there are also
many different states of processing such as raw data, calibrated data, validated
data, derived data, or interpreted data. The mining system architecture must
be designed to be flexible to handle these variations in data sets. The opera-
tions required in the mining system vary for different application areas within
Earth Science. Operations could range from general purpose operations such
as image processing techniques or statistical analysis to highly specialized,
data set-specific science algorithms. The mining system architecture should
be flexible in its ability to process new data sets and incorporate new op-
erations without too much effort. The design of the architecture should also
allow other users to build new clients to utilize such a system. The Information
Technology and Systems Center at the University of Alabama in Huntsville
originally developed the Algorithm Development and Mining (ADaM) sys-
tem under a research grant from NASA Headquarters Research Announce-
ment (NRA) to investigate new methods of processing large volumes of Earth
Observing System (EOS) remote-sensing data sets. ADaM is designed to han-
dle the complexity of mining Earth Science data. It can process heterogeneous
data sets and allows users to add research problem-specific science algorithms
to the system.

This section discusses issues that had to be considered in designing a flex-
ible system architecture. It describes the ADaM system and its user interface
as an example of a flexible design. This section also describes the research
directions that are evolving from this innovative architecture.

21.8.1 DESIGN ISSUES

As stated in the introduction, several issues had to be considered while
designing a flexible mining system for Earth Science. These are:

Data Handling Capabilities

Earth Science data introduces complexity in designing, building, and utilizing
a data mining system, because these data sets can be quite varied. They
can be point data collected by a meteorological instrument, swath or grid
data collected by satellites, or volume scan data collected by weather radar.
The formats of these data sets also vary from simple binary or ASCII files
to more complex structures such as Hierarchical Data Format for the Earth



21.8 Flexible Earth Science Data Mining System Architecture 535

Observing System (HDF-EOS). The spatial and the temporal resolutions of
these data sets depend upon the measuring instrument and the platform. The
spatial resolution could vary from hundreds of kilometers to a few meters.
The temporal range of a data file could vary from 15 minutes to a day or
longer. Temporal resolution could vary from instantaneous measurements to
accumulation of data over some period. To utilize mining techniques over the
broad range of data sets, the mining system had to be designed to handle
these types of data set variations.

Addition of New Algorithms

In certain circumstances, a known scientific algorithm can be utilized to ex-
tract the information needed from data sets. Detecting Mesoscale Convective
Systems (MCS) from SSM/I data utilizing the Devlin algorithm is one such
example. The data mining system had to be designed to be flexible enough to
allow not only data set specific algorithms but also other new algorithms to
be added to it without affecting the other operations.

Allow Scientists to Select and Sequence Different Operations

The mining system also needed the capability to allow scientists to create their
own mining plans. A mining plan is a sequence of specified steps, where each
step is a processing operation. The scientist should be able to piece together
different operations/algorithms to reach their goal.

21.8.2 ADaM System Features

The ADaM system was designed using the latest object Oriented techniques
to achieve a high degree of portability, accessibility, and modularity. The im-
plementation in standard C++ allows the system to run on multiple operating
systems, including IRIX, Linux, and Microsoft Windows NT. One of the de-
sign goals was to have ADaM work at both data archive centers or on a user’s
desktop workstation.

Overview of the Architecture

The ADaM data mining system has been designed to extract content based
metadata from large Earth Science data archives. It can detect phenomena
or events that are of interest to scientists and then store this information
in a way that facilitates the data search and order process. Some mining
results are stored in Event/Relationship Search System (E/RSS), an ITSC-
developed spatial data search engine used to find coincidences between mining-
generated phenomena, climatological events, and static information such as
country and river basin boundaries. The data mining engine also provides
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Fig. 21.6. Multiple Process Flows Utilizing the ADaM Data Mining Architecture

other data ordering-related capabilities such as subsetting and custom data
product generation through specialized client applications. Custom process-
ing may include gridding, resampling, filtering, format conversion, or other
analysis depending on the needs of the customers. For example, ADaM can
generate a monthly total rain accumulation image from radar reflectivity data.
Both the E/RSS and custom processing client are Web applications, so the
clients are capable of running in almost any environment. Figure 21.6 depicts
a generalized view of how the ADaM data mining architecture has been uti-
lized. This architecture allows the clients to communicate to the system in a
variety of ways such as: (1) The miner engine can be driven directly via local
scripts or an interactive console session, (2) A Web application can guide the
user in creating mining plans, which execute the mining engine, (3) A net-
work application can submit mining plans via the miner daemon, and (4) The
system may also be used as a library with the application directly linking to
the individual operations needed.

Processing Flow

The ADaM system architecture is based on a processing stream, in that mining
is broken down into a series of steps with results from each step passed to
the next one in line. Figure 21.7 illustrates both ADaM’s data processing
stream, as well as the three basic types of modules: input, processing, and
output. The use of data input filters, specialized for a variety of data types,
has been instrumental in simplifying the development of the processing and
output operations. The selected input filter translates the data into a common
internal structure so that the processing operations can all be written for a
single data representation.

This allows the addition of new operations to the system without having
to address input data format problems. Similarly, the addition of a new input
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filter provides access to the entire suite of processing operations for the data
type in question. This design feature allows ADaM to handle heterogeneous
Earth Science data sets. The mining system currently allows over 120 differ-
ent operations to be performed on the input data stream. These operations
vary from specialized atmospheric science data set specific algorithms to gen-
eralized image processing techniques. The last step in the mining process is
the selection of the input modules, the output filters effectively insulate the
processing operations from having to support all the possible output formats.
Since the input data has been converted to ADaM’s internal format, the out-
put modules allow the user the option to select either the input format or a
different format for the final data product.

Components

In order to allow for the distributed use of the data mining functionality,
the ADaM system was designed as a client-server architecture, which sup-
ports remote client applications communicating with the data mining server.
This allows the server system to be co-located with archived data stores while
being driven by either remote or local clients. In support of this architecture,
the ADaM data mining system is composed of the mining engine and mining
daemon, both located on the server. The daemon supports a specific proto-
col of messages and listens on a configured port for instructions from client
applications.
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Through instructions from the client, the daemon is responsible for man-
aging user access information, file management operations, and job scheduling
and management. The daemon ultimately sends the correct information and
directions to the engine in the form of a “mining plan” for actual processing.
A software interface layer was created providing tools to assist client appli-
cation developers in communicating with the mining daemon across network
sockets. Figure 21.8 depicts the connections between the components of the
ADaM client-server architecture. Each component performs a specific well-
defined task, and therefore the components themselves may be replaced or
updated provided that the new components conform to the same interfaces.

Mining Engine:

The mining engine is the software component that manages the processing
of data through a series of specified operations. The input, processing, and
output modules are dynamically loaded as needed at execution time, and this
allows for the addition of newly developed modules without the need to rebuild
the engine. The mining engine interprets a mining plan script that provides
the details about each specified operation and the order that they should be
executed. Other communication with the mining engine is managed through
the mining daemon process.

Mining Daemon:

The mining daemon is the gateway to the mining engine. All network com-
munications with the mining system are handled by the daemon through a
message handling protocol. Upon installation the daemon is configured to lis-
ten on a specific port for any socket communications. The daemon is capable
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of handling a fairly rich set of messages that allows it to perform file manage-
ment duties, command the mining engine, and provide user security screening.
The daemon can also determine at run time, which processing modules are
available on the server.

Mining Database:

The database component is used to store information that is required for the
smooth operation of the system and the interaction of its components. This
information includes the names, locations, and related metadata for input
data sets available on the server. It also includes information about users,
jobs, mining results, and other related information. A relational database is
currently used for this task. Access to the database is provided by the daemon.

Mining Scheduler:

The scheduler component examines the list of jobs to be executed on the
server and determines which job or jobs to execute at any given time. The
scheduling policy used can be unique to each server. The scheduler invokes
the mining engine for each job and monitors its progress, updating the job
status in the database whenever it changes.

Operations and Data set Input/Output Filters:

Each of the operations and data set filters is implemented as a shared library.
The libraries are loaded dynamically by the mining engine, which means that
new modules may be added to the system without recompiling or relinking.
Each of the operations and filters is completely independent of all the others.
All operations and filters either produce or operate on a common format rep-
resenting scientific data. This design feature allows science specific algorithms
to be incorporated into the system with relative ease.

Mining Plan:

The mining plan script conveys the processing instructions to the mining
engine. The plan contains the number and sequence of processing steps as well
as the detailed parameters (tokens) describing how to perform each step, such
as where to find the input data, where to store the output and configuration
parameters for all the various operations. Mining plans may be created using
the mining plan editor. Since mining plans are text files, they may also be
created using any text editor. It is easy for applications to write mining plans.
The mining plan begins with a number indicating the number of operations
in the plan. The remainder of the plan is a series of token/value pairs where
the tokens and values are delimited by newlines.
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21.8.3 ADaM Plan Builder Client

In order to allow users to build complex mining plans, ITSC has designed an
easy-to-use and functional user interface called the ADaM Plan Builder. This
user interface is a client that communicates directly to the mining engine. It
makes it easier for the user to select the right operation for the task and to
provide values for the parameters for that operation. The individual ADaM
operation documentation is written in XMLTM. Since this standardizes the
documentation, the Plan Builder written in Java parses and utilizes the infor-
mation contained in those XML files. Thus, the Plan Builder Interface utilizes
these XML files to provide the user options on the operations available, what
parameters each operation requires, the meaning of each parameter, default
values for those parameters and finally a sample mining plan. Through the
Plan Builder, users can select sample operation steps and modify the values
for the parameters according to their needs. The ADaM Plan Builder allows
the user to chain together complex mining plans for scientific research.

The Plan Builder also allows the users to edit and modify the mining
database. The user can feed the metadata information about the data files to
be mined into the database via this client. The database then automatically
selects the correct files for mining based on the time range given. The archi-
tecture of the Plan Builder is shown in Figure 21.9 and a screen capture of
the interface is shown in Figure 21.10.
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Fig. 21.9. Screen capture of the ADaM Plan Builder Interface
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21.8.4 Research Directions

ADaM is currently undergoing a metamorphosis in the sense of becoming
uncoupled from an environment that is dependent on centralized processing
on a single server platform with the availability of local data. The follow-
ing sections describe some of the efforts underway to migrate ADaM into a
highly distributed environment that will provide broader access to the system
and distributed heterogeneous scientific data sets, while addressing improved
scalability and flexibility.

Distributed Mining

ITSC is currently investigating and prototyping emerging distributed com-
ponent technologies. To address the use of distributed mining services and
access to distributed data sets, the use of distributed mining services opens
the system to greater possibilities of extensibility, performance, scalability,
and reliability by distributing the processing burden and lessening the possi-
bility of centralized points of system failure. Current research efforts have
been successful with the development of an Earth Science Markup Lan-
guage [http://esml.itsc.uah.edu] that will make great strides towards realizing
generic access to heterogeneous data sets. The integration of ESML technology
with planned distributed mining components is expected to result in a virtual
processing environment that capitalizes on improved networking bandwidth
and underutilized distributed processors.

Grid Mining

Another approach to distributed mining is also being prototyped in the form of
grid mining. ITSC researchers, in collaboration with NASA/Ames researchers,
have been successful with implementing and testing the ADaM system on the
NASA Information Power Grid. The Grid approach employs a sophisticated
infrastructure of message passing, scheduling, and security in an effort to
utilize large capacity processing and data centers for scientific research. This
approach to distributed data mining promises to be of particular benefit to
scientific researchers in need of massive processing and data resources.

Mining Onboard Space Craft

ITSC is also investigating and developing an innovative processing system ca-
pable of handling the unique constraints and characteristics of the on-board
satellite data and information environment. The EnVironmEnt for On-Board
Processing (EVE) system will serve as a proof of concept of advanced informa-
tion systems technology for remote-sensing platforms. EVE’s on-board, real-
time processing will provide capabilities focused on the areas of autonomous
data mining, classification, and feature extraction. These will contribute to
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Earth Science research applications, including natural hazard detection and
prediction, fusion of multisensor measurements, intelligent sensor control, and
the generation of customized data products for direct distribution to users.
EVE is being engineered to provide high-performance data processing in a
real-time operational environment. A ground-based test bed is being created
to provide testing of EVE and associated Earth Science applications in a
heterogeneous embedded hardware and software environment.

Concluding Remarks

The ability of the user to create complex mining plans by chaining together
different operations is also possible because of the flexibility of the architec-
ture. ITSC plans to utilize its experience in designing ADaM to meet the
scientific mining requirements of the next generation of scientists in several
other domains. Research efforts are focused toward distributed mining across
the Web; mining large volumes of data on the information power grid; and
finally designing a system that would be used onboard aircraft or spacecraft to
extract features or phenomena as soon as they are sensed by the instrument.

21.9 Summary

An architecture was proposed that uses assistance of data mining to provide
decision support for diagnoses of fever. Although we have dealt exclusively
with the diagnoses of fever in this section the basic architecture can be im-
plemented for the diagnoses of any other physical condition. The system we
proposed is meant to make the process of fever diagnosis less time consuming
and possibly more accurate. It must be emphasized that the system would
serve only as an accessory and not as a substitute for the human physician.
The main difference between a usual expert system is that the data mining
process enhances the learning process. It must also be noted that the diag-
nosing power is never complete. Its knowledge could become better than its
current knowledge in several years or months or weeks or days or even in an
hour.

Research to expand the types and magnitude of data that data mining
systems can effectively mine is well underway. The needs of business, security,
and science will provide incentive to invest time and money into such devel-
opment. Perhaps someday data mining will advance faster than the growth of
databases and allow the mining of nearly infinite databases, such as mining
the entire World Wide Web.

Is data mining as useful in science as in commerce? Certainly, data min-
ing in science has much in common with that for business data. One differ-
ence, though, is that there is a lot of existing scientific theory and knowledge.
Hence, there is less chance of knowledge emerging purely from data. However,
empirical results can be valuable in science (especially where it borders on
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engineering) as in suggesting causality relationships or for modeling complex
phenomena.

Another difference is that in commerce, rules are soft sociological or cul-
tural and assume consistent behavior. For example, the plausible myth that
“30% of people who buy babies’ nappies also buy beer” is hardly fundamental,
but one might profitably apply it as a selling tactic (until perhaps the fashion
changes from beer to lager).

On the other hand, scientific rules or laws are, in principle, testable objec-
tively. Any results from data mining techniques must sit within the existing
domain knowledge. Hence, the involvement of a domain expert is crucial to the
data mining process. Näıve data mining often yields “obvious” results. The
challenge is to incorporate rules known a priori into the empirical induction,
remembering that the whole KDD process is exploratory and iterative.

ADaM has proven to be an effective and valuable tool to mine Earth
Science spatial data. Its flexible architecture design has made it possible for
ADaM to handle the multiple formats, scales, resolutions, and large granule
sizes typical of spatial data for many different science problems. The design
permits the easy addition of new algorithms, especially domain-specific science
algorithms. Thus this section discussed the various case studies involved in
science and biomedicine with respective illustrations.

As a final point, the biggest of all, the Internet, is becoming more and
more important, and while there is useful information, extracting that from
the terabytes being added daily is an enormous task. The techniques of data
mining are applicable here more than any other domain. However, to make
use of it takes time, effort and, above all, people with a knowledge of the field,
to differentiate the true solutions from the infeasible.

21.10 Review Questions

1. How does data mining help in clinical and medical diagnosis problems>
2. How does data mining contribute substantially to DNA analysis?
3. With a case study explain the approach of an unsupervised neural network

to medical data mining techniques.
4. Explain in detail how data mining is used for fever diagnosis and its

application in science.
5. Define data management context as applicable to mining.
6. Explain with example, how data mining is used in scientific applications.
7. What are the traditional uses of data mining?
8. Give the examples of scientific data mining.
9. Explain how data mining is used in scientific environment with an

example.
10. Explain the AdaM system features with its architecture and its

components.
11. Write a short note on AdaM plan builder client.
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Text and Web Mining

Objectives:

• Text and Web mining are the technologies analyzing less structured data
having the goal to extract knowledge from text databases and from Web
log files.

• The data warehouse provides the ideal structure for data mining and
knowledge discovery, so the World Wide Web, with its lack of structure,
provides the greatest technical challenge for those who would use AI and
statistical methods to glean knowledge from data.

• To discover hidden patterns and relationship within the Web data, Web-
mining task performs discovery of association rules, discovery of sequential
patterns, and discovery of classification rules and data clusters.

• The two domains that pertain to Web mining are Web contents mining
and Web usage mining.

• Web mining helps organization determine the lifetime value of customers
and cross marketing strategies across product and identify population of
potential customers for electronic commerce.

• The major strengths of the WeblogMiner are its scalability, interactivity,
and the variety and flexibility of the analyses possible to perform.

• Web servers register a (Web) log entry for every single access they get in
which they save the URL requested, the IP address from which the request
originated, and a timestamp. To reduce the size of the log files to analyze
Weblog analysis tools make assumptions in order to filter out some data
like failed requests (i.e., errors) or page graphic requests, or to round off
the log entries by combining similar requests.

• In multidimensional data cube, to reduce the data cube construction time,
a bridge is built between the Web server and a data cube that would
propagate access information directly to the aggregated cells of the data
cube.

S. Sumathi and S.N. Sivanandam: Text and Web Mining, Studies in Computational Intelligence

(SCI) 29, 545–589 (2006)
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• Web Usage Mining is the “automatic discovery of user access patterns
form Web servers”. Examples of tools include Web SIFT, Web Utilization
Miner, and Easy Miner.

• In biomedical literature, the first one is an information retrieval task, which
retrieves useful MEDLINE documents for biological research with high
precision, and the second is a text (data) mining task, which applies asso-
ciation rule mining and term extraction for mining MEDLINE.

• Science & Technology (S&T) text mining is the application of text mining
to highly detailed technical material. There are over seventy text mining
tools available on the Internet.

Abstract. An Overview on Web mining, WebLogMiner, and Web Usage Mining
on Proxy Servers and Text Data Mining in Biomedical Literature Case Studies are
described in this section.

The World Wide Web serves as a huge, widely distributed, global information
service center for news, advertisements, consumer information, financial manage-
ment, education, government, e-commerce, and many other information services.
The Web also contains a rich and dynamic collection of hyperlink information and
Web page access and usage information, providing rich sources for data mining.

Most previous studies of data mining have focused on structured data, such as
relational, transactional, and data warehouse data. However, in reality, a substan-
tial portion of the available information is stored in text databases (or document
databases), which consist of large collections of documents from various sources,
such as news articles, research papers, books, digital libraries, e-mail messages, and
Web pages. Text databases are rapidly growing due to the increasing amount of
information available in electronic forms, such as electronic publications, e-mail,
CD-ROMs, and the World Wide Web (which can also be viewed as a huge, inter-
connected, dynamic text database).

Data mining and knowledge discovery has become a very useful technique in both
research and everyday life. As more and more messages are published on the World
Wide Web, the need for extracting important, useful information from the Web is
increasing. Data mining in Web, or called Web mining becomes a very hot topic.

Data stored in most text databases are semistructured data in that they are nei-
ther completely unstructured nor completely structured. For example, a document
may not only contain a few structured fields, such as title, authors, publication date,
length, category, and so on, but also contain some largely unstructured text com-
ponents, such as abstract and contents. There have been a great deal studies on the
modeling and implementation of semistructured data in recent database research.
Moreover, information retrieval techniques such as text indexing methods have been
developed to handle unstructured documents.

Traditional information retrieval techniques become inadequate for the increas-
ingly vast amounts of text data. Typically, only a small fraction of the many avail-
able documents will be relevant to a given individual or user. Without knowing what
could be in the documents, it is difficult to formulate effective queries for analyz-
ing and extracting useful information from the data. Users need tools to compare
different documents, rank the importance and relevance of the documents, or find
patterns and trends across multiple documents. Thus, text mining has become an
increasingly popular and essential theme in data mining.
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Web Usage Mining is an aspect of data mining that has received a lot of attention
in recent years. An area that has received much less attention is the investigation of
user behavior on proxy servers. Servers of Internet Service Providers (ISPs) log
traffic from thousands of users to thousands of Web sites. No doubt that Web
server administrators are interested in comparing the performance of their own
site with those of competitors. Moreover, this kind of research can give a general
overview of user behavior on the Internet or an overview of behavior within a specific
sector.

Biological literature databases such as MEDLINE contain rich information re-
quired for biological research, currently there is great demand for extracting infor-
mation from such databases. This section attempts to focus on two issues. The first
one is an information retrieval task, which retrieves useful MEDLINE documents for
biological research with high precision, and the second is a text (data) mining task,
which applies association rule mining and term extraction for mining MEDLINE.

22.1 Data Mining and the Web

Text and Web mining are technologies analyzing less structured data having
the goal to extract knowledge from text databases and from Web log files.
Good examples of business-related text-mining applications in the domain
of efficient handling with the textual information overload use visualization
techniques, automatic building of onthologies (subject taxonomies), predicting
financial trends from the text from news wires, information extraction from
document databases, span filtering, document summarization and text catego-
rization. Typical Web-mining application is in the area of customer profiling
from the Web log files analyzing customer trace and historical information
with the goals as increase sales of products at Web site. Internet opens wide
possibilities to access the remote database. Due to considerable interest of the
society to ecology and its vital activity it is reasonable to supply Internet with
databases.

If the data warehouse provides the ideal structure for data mining and
knowledge discovery, then the World Wide Web, with its lack of structure,
provides the greatest technical challenge for those who would use AI and
statistical methods to glean knowledge from data. Oren Etzioni in 1996 dis-
cussed these challenges as well as some techniques used in overcoming them
in several deployed Web based systems. Etzioni in 1997 convincingly argues
that the lack of structure that characterizes the Web is only apparent: Large
portions of the Web are multilayered sites with data warehouse like struc-
tures (on-line catalogs of merchandise); other portion of the Web have very
characteristics features (home pages); still other portions are partially labeled
by HTML annotations like <title> as well as the linguistic and typographic
conventions of files in natural language, postscript, latex, and all Web servers
have a domain name that serves to partially limit what they might contain.
These last points are most important for systems that learn about the Web by
coming to understand common tags and the content associated with certain



548 22 Text and Web Mining

domain names. In short, Etzioni believes, as this writer certainly does that
the Web is more a “gold mine” than a “quagmire.”

In these systems, what Etzioni and his colleagues have deployed fall into
three board classes that are enumerated as: (a) Resource discovery: locat-
ing unfamiliar documents and services on the Web – here the focus is on
search: (b) Information extraction: “automatically extracting specific infor-
mation from the Web resources” – here the focus is on understanding: and
(c) Generalization: “uncovering general patterns at individual Web sites and
across multiple sites” – here the focus is on learning. All three areas – search,
understanding, and learning – are classical AI tasks. And, as for the last of
these, learning, the Web-based systems discussed differ from those that merely
interact with the user to learn his preferences and then search or act on his
behalf; these systems all learn about the Web itself and do so by various
methods, including interaction and experience. In that sense they are more
genuinely intelligent.

22.1.1 Resource Discovery

Softbots are intelligent software agents – software robots – and one thing any
robot wroth the name must be able to do in use tools. METACRAWLER
(http://www.metacrawler.com) is a softbot that queries several Web search
engines in parallel and produces the different syntax of different search en-
gines and the need to query multiple search engines and prune the results.
The main advantage of METACRAWLER is that it uses the multimillion
document. Web indices and directories as tools, thus eliminating huge storage
requirements and acting as essentially a gateway or interface with some in-
telligent processing. When run on one name, METACRAWLER gives almost
number false positives, and also misses a great deal. (In contrast, METAFIND
(http://www.metafind.com) – the favorite metasearch engine – and DOGpile
(http://www. dogpile.com) are a good deal more comprehensive, but abound
with false positives.

22.1.2 Information Extraction

NETBOT JANGO (http://www. Jango.com) will in response to a query visit
manufacturer sites for product descriptions, magazine sites for product reviews
and vendor sites for price quotes. “JANGO is intelligent enough to create
accounts with passwords for vendors and recall them for later use and can
also be instructed to make a purchase using the user’s billing and shipping,
information.” As this is written, NETBOT, JANGO is in between versions,
with number version available for testing.

22.1.3 Generalization

AHOY! (http://ahoy.cs.washington.edu: 6060) is a softbot that learns what
a home page is and where to find them; it can locate home pages with both
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sensitivity and specificity, given at least some of: e-mail address, affiliation,
country. It worked poorly on the test set – the e-address book – we used,
failing not only on such typical cases as URLs beginning with ftp://, but also
on such obvious cases as http://www.domain.com/-Name/when given name
@ domain.com as the e-mail address, but number institutional affiliation. It
worked best on home pages for those with academic affiliations. A disclaimer
Etzioni in 1996 makes that: None of these systems (except AHOY! which
is probably not good enough to market) is today exactly as described by
Etzioni and his colleagues in the literature; they have been licensed to Internet
companies and significantly changed by their proprietors.

22.2 An Overview on Web Mining

Web mining is the application of data mining technologies to huge Web data
repositories. To discover hidden patterns and relationship within the Web
data, Web mining task can be divided into 3 general categories that use these
data mining technologies: discovery of association rules, discovery of sequential
patterns, and discovery of classification rules and data clusters. Basically, there
are two domains that pertain to Web mining Web contents mining and Web
Usage Mining.

The World Wide Web is continuously growing and “collecting” all kinds
of resources. Despite the anarchy in which it is growing, the Web is one of the
biggest repositories ever built. As a confluence of data mining and world Web
technologies, analyzing and exploring regularities using data mining in Web
user behavior can improve systems performance and enhance the quality and
delivery of the Internet information services to the end user. It can also help an
organization to determine the lifetime value of customers and cross marketing
strategies across product and identify population of potential customers for
electronic commerce. Analysis of how users are accessing a site is critical for
determining effective marketing strategies and optimizing the logical structure
of the Web site. For selling advertisements on the World Wide Web, analyzing
user access patterns helps in targeting ads to specific groups of users.

Characteristics of Web documents make it not easy for automated discov-
ery of Web-based information:

• The lack of structure of information sources and unique characteristics of
the client-server model in the World Wide Web, including

• Differences between the physical topology of Web repositories and user
access paths;

• Difficulty in identification of unique users as well as user sessions or trans-
actions.

However, even though the Web is dynamic and unordered, it provides many
examples of semistructures as linguistic convention, semistructured documents
(e.g., catalogs), Web directories, HTML tags (e.g., <title>) etc.
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22.2.1 Taxonomy of Web Mining

Web Content Mining

Web content mining is the process of extracting knowledge and information
discovery from sources across the World Wide Web. Web content mining
uses two major approaches: agent-based and database. The goal is to provide
structural information, categorize, filter, and interpret documents.

Agent-based Approach

Web agents are intelligent tools for information retrieval and extending data
mining techniques to provide a higher level for organization for semistructured
data available on the Web.

Intelligent search agents search for relevant information using domain charac-
teristics and user profiles to organize and interpret the discovered information.

Information Filtering/Categorization

A number of Web agents (HyPursuit and Bookmark Organizer) use various
information retrieval techniques and characteristics of open hypertext Web
documents to automatically retrieve, filter, and categorize them.

Personalized Web agents

Web agents in this category learn user preferences and discover Web informa-
tion sources based on these preferences, and those of other individuals with
similar interests (using collaborative filtering).

22.2.2 Database Approach

Multilevel Databases

At higher level(s) metadata or generalizations are extracted from lower levels,
which contain semistructured information stored in various Web repositories
such as hypertext documents, and organized in structured collections, i.e.,
relational or object-oriented databases.

Web Query Systems

Many Web-based query systems and languages utilize standard query lan-
guage such as SQL, structural information about Web documents, and even
natural language processing for the queries that are used in World Wide Web
searches.
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Characteristics of Web Query Systems

Web Query Systems Characteristics
W3QL Combines structure queries, based on the orga-

nization of hypertext documents, and content
queries, based on information retrieval techniques.

WebLog Logic-based query language for restructuring ex-
tracts information from Web information sources.

Lorel and UnQL Query heterogeneous and semistructured informa-
tion on the Web using a labeled graph data model.

TSIMMIS Extracts data from heterogeneous and semistruc-
tured information sources and correlates them to
generate an integrated database representation of
the extracted information.

Web Usage Mining

Web Usage mining, also known as Web log mining, is the process of discovering
interesting patterns in Web access logs. Other sources of user information
include referrer logs, which contain information about the referring pages for
each page reference and user registration.

More sophisticated systems and techniques for discovery and analysis of
patterns are now emerging. These tools can be placed into two main categories,
as discussed below.

Pattern Discovery Tools

The emerging tools for user pattern discovery use sophisticated techniques
from AI, data mining, psychology, and information theory, to mine to knowl-
edge from collected data. For example, WEBMINER (Mobasher et al., 2000;
Cooley et al., 1999) automatically discovers association rules and sequential
patterns from server access logs.

Pattern Analysis Tools

Once access patterns have been discovered, analysts need the appropriate
tools and techniques to understand, visualize, and interpret these patterns,
such as Web Viz system (Pitkow and Bharat, 1994). Some tools have proposed
using OLAP techniques such as data cubes for the purpose of simplifying the
analysis of usage statistics from server access mechanism for querying the
discovered knowledge.
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22.2.3 Web Mining Tasks

• Data preprocessing for Web mining
• Mining patterns and discovering knowledge using association rule mining,

time sequential mining, and classification and clustering mining
• Analysis of mined knowledge

Web Usage Mining Architecture

The architecture divides the Web usage mining process into two main parts.
The first part includes the domain dependent of transforming the Web data
into suitable transaction form. This includes preprocessing, transaction iden-
tification, and data integration components. The second part includes the
largely domain independent application of generic data mining and pattern
matching techniques as part of the system’s data mining engine.

Data Pre-processing

Web usage data collected in various logs is at a very fine granularity. There
is a need to group individual data collection events into groups, called Web
transactions, before feeding it to the mining system. Clearly improved data
quality can improve the quality of any analysis on it. Portions of Web usage
data exist in sources as diverse as Web server logs, referral logs, registration
files, and index server logs. Intelligent integration and correlation of informa-
tion from these diverse sources can reveal usage information that may not be
evident from any one of them. Hence, there is a need to preprocess the data
to make it easier to mine to knowledge.

Pattern/Knowledge Mining

The key component of Web mining is the mining process itself. Web mining has
adapted technique from the field of data mining, databases, and information
retrieval as well as developing some techniques of its own, e.g., path analysis.
Web usage mining studies reported to date have mined for association rules,
temporal sequences, clusters, and path expressions. As Web continues to ex-
pand, there is a continual need to figure out new kinds of knowledge about
user behavior that needs to be mined.

Mined Knowledge Analysis

The output of knowledge mining algorithms is often not in a form suitable
for direct human consumption, and hence there is a need to develop tools
that incorporate statistical methods, visualization, and human factors to help
better understand the mined knowledge. Web mining, in particular, is the
creation of intelligent tools that can assist in the interpretation of mined
knowledge. Clearly, these tools need to have specific knowledge about the
particular problem domain to do any more than filtering based on statistical
attributes of the discovered rules or patterns.
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22.2.4 Mining Interested Content from Web Document

The World Wide Web is a collection of electronic documents whose size is
growing exponentially. This makes it difficult for users to find useful informa-
tion. The Web provides an enormous resource for many informational topics
but does not provide a good means to find the information relevant to spe-
cific user interests. The main problem is related to the difficulty of locating
and tracking appropriate sources from the enormous number of unstructured
documents.

Web Mining Environment (WME)

WME is capable of finding, extracting, and structuring information related
to a particular domain from Web documents using general-purpose indices.
This approach presents a tool for the automatic translation of a domain spec-
ification into a Web miner able to retrieve data in that domain on the Web.
Further researches are now focusing on machine learning to improve extraction
capability and automatic domain normalization.

To judge the performance, WME was compared to different search engineer
such as Alta Vista, Yahoo, and MetaCrawler in calculating the recall measure
and precision measure for the extraction task. As a result, WME returns
a higher percentage of documents than Yahoo and MetaCrawler with well
semistructured domains.

• The WME Architecture

The main phases needed by a WME to satisfy a user query are:

(i) Domain page retrieval
(ii) Retrieved domain page structuring
(iii) Information extraction from a structured page
(iv) User presentation of the results and local database population

The Web engine returns a first approximation of a set of Web pages that might
contain the requested information. A WME uses these descriptions, by which
Web page addresses are followed, and a set of weighted string patterns to sort
the addresses in decreasing order with respect to a content-base interest rate.
The weighted string patterns are defined by the WME designer that creates a
set of string pattern templates and assigns to each of them a weight based on
his knowledge of the domain. String patterns may also be created at search
time by the WME by using user query values. WME designer also defines a
threshold used by the WME to extract the most “interesting” pages from the
ordered set. The second phase classifies and qualifies text segments in a page
based on the structural characteristics of it. Once a page has been structurally
analyzed the phase 3 extracts the requested information by first locating the
text segments of interest and then extracting the text strings meeting the
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user query. In the last phase of entity values are presented to the user in
the appropriate fields for the query-by-example interface. Moreover, they are
inserted into the local database in order to provide fast retrieval to successive
queries and to allow data analysis functions to derive useful information.

• Design of a WME Generator (WMEG)

The WMEG processes the Miner Attributes and instantiates the template
source codes. The WME developer specifies all the parameters by using a
graphical interface. These parameters form the Miner Attributes, and are the
input for the code generator. External extraction functions, with some tem-
plate files, are used as additional inputs.

Relational Fuzzy C-Maximal Density Estimator (RFC-MDE)

RFC-MDE is an approach for automatic discovery of user session profiles
in Web log data. It is an extension of Maximal Density Estimator (MDE),
which yields a robust estimate of the parameters without assuming that the
contamination rate is known. A “user session” is defined as a temporally
compact sequence of Web accesses by a user. A new distance measure is defined
between two Web sessions that captures the organization of a Web site. The
goal of RFC-MDE is to categorize these sessions.

Most data mining applications involve data that is corrupted with noise.
Existing robust estimators such as, MDE, suffer from their strong dependence
of a known or an assumed amount of noise, or equivalently an estimated
scale value. RFC-MDE can perform fuzzy clustering to the sessions with an
unknown amount of noise. The RFC-MDE algorithm was successfully used
to cluster the sessions extracted from real server access logs into typical user
session profiles, and even to identify the noisy sessions and profiles. As a
by-product of the clustering processes, associations between different URL
addresses on a given site can easily be inferred from the resulting robust
profiles.

22.2.5 Mining Pattern from Web Transactions/Logs

Using Web log files, studies have been conduced on analyzing system per-
formance, improving system design, understanding the nature of Web traffic,
and understanding user reaction and motivation.

Discovery and analysis of various data relationships is essential in fully
utilizing the valuable data gathered in daily transactions. A comprehensive
analysis tool must be able to automatically discover such data relationships,
including the correlation among Web pages, sequential patterns over time
intervals, and classification of users according to their according to their access
patterns. This technique must be able to discover relationships in very high
traffic servers with very large access logs.
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Open Market (e.g., Open Market Inc. 1996), Web Trend (e.g., Software
Inc., 1995), and NetGenesis (net. Genesis, net. Analysis desktop., 1996) are
Web analysis tools to determine the number of accesses to the server and
the individual files within the organization’s Web space, the times or time
intervals of visits, and domain names and the URLs of users of the Web server.
However, these tools are designed to deal with low-to-moderate traffic servers,
and they usually provide little or number analysis of data relationships among
the accessed files and directories within the Web space.

WEBMINER

WEBMINER is a framework for Web transaction mining to discover associ-
ation rules and sequential patterns from data collected in World Wide Web
transactions. This framework includes formal data transaction models for var-
ious Web mining tasks. It can be used in very high-traffic servers with very
large access logs. In order to provide a greater degree of user control, a query
language has been built on top of the basic engine. The user can specify the
type of pattern to look for, and only those are retrieved. The system tends
to be extended to incorporate components for clustering and the discovery of
classification rules.

• Structure of access log data

According to the Common Log Format specified as part of the HTTP protocol,
a log entry contains the client IP address, user id, access time, request method,
and the URL of the page accessed, the protocol used for data transmission,
an error code, and the number of bytes transmitted. A sample entry from a
Web server access log is listed as following:

Moose.cs.umn.edu mobasher – [09/Aug/1996:09:55:50 – 05001] “GET/
∼suharyon/lisa.html HTTP/1.0” 200 654

There are a variety of files accessed as a result of a request by a client to
view a particular Web page. Typical examples include:

<filename>.html: the HTML file for the requested page;
<filename>.gif.or <filename>.jpg: image files.
<filename>.map?<x,y>: file mapped to coordinates x and y of an image

map file;
<program>.cgi?<arguments>: a server-side executable file.

• Data Cleansing

The primary objective of Web mining is to discover interesting patterns in
accesses to various Web pages within the Web space associated with a par-
ticular server. According to the task, all irrelevant and redundant log entries
such as, image file without a hyper link, image map files, and other multime-
dia support files can be removed. Data cleansing is performed by checking the
suffix of the URL name. All the URL entries with filename suffixes such as,
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gif, jpeg, JPEG, jpg, JPG, and map are removed from the log. Then the data
is formatted appropriately according to the application.

• Data and Transaction Model for Association Rules

Association rule mining is to discover all associations and correlation among
data items where the presence of one set of items in a transaction implies (with
a certain degree of confidence) the presence of other items. In the context of
Web mining, this problem amounts to discovering the correlation among ac-
cesses to various files available on the server by a given client. In WEBMINER,
each transaction is based on the set of all log entries belonging to the same
client (IP address and user id), within a given maximum time gap (provided
by the user).

• Data and Transaction Model for Sequential Patterns

Sequential mining is to find intertransaction patterns such that the presence
of a set of items is followed by another item in the time-stamp ordered trans-
action set. Using the temporal characteristics of the data, another important
kind of data dependency that can be discovered are similar time sequences.
For example, we may be interested in finding common characteristics of all
clients that visited a particular file within the time period [t1, t2]; we may be
interested in a time interval (within a day, or within a week, etc.) in which a
particular file is most accessed. In WEBMINER, each transaction is defined
as a set of all the URL names and their access times for the same client within
a user-specified maximum time gap.

• Clustering and Classification

Classification allows one to develop a profile for items belonging to a particular
group according to their common attributes. This profile can then be used to
classify new data items that are added to database.

In Web mining, classification techniques allow one to develop a profile for
clients who access particular server files based on demographic information
available on those clients. Much of this information on clients can be obtained
by analyzing client requests and the information transmitted by the client
browser, including the URL. The relationships can be discovered such as:
clients who often access URL1 tend to be from educational institutions; or
clients who placed an on-line order in URL2, tend to have previously visited
the site for Company X, etc.

After obtaining profile information on clients and discovering classifica-
tions of data items (server files), it is obviously easy to cluster clients or data
items that have similar characteristic together. It can facilitate the develop-
ment and execution of future marketing strategies.

In a clustering and classification task, the definition of transaction depends
on the process. If the process is defined to be clustering based on individual
URL names, and clustering transaction can be defined to be the same as that
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of association rules with infinity as a max time gap (in the case of sequential
patterns, max. time gap corresponds to the definition of window size).

In classification task, we add additional attributes provided by user to
the attributes defined from the clustering task. These additional attributes
come from user registration, on-line survey forms, and techniques such as
“anonymous ticketing.”

22.2.6 Web Access Pattern Tree (WAP tree)

WAP tree is developed for efficient mining of access patterns from pieces of
logs. A Web access pattern is a sequential pattern in a large set of pieces
of Web logs, which is pursued frequently by users. The novel data structure,
WAP trees, stores highly compressed, critical information for access pattern
mining and facilitates the development of novel algorithms for mining access
patterns in large set of log pieces.

Comparing the scalabilities of WAP mine and GSP, the algorithm proposed
in R. Srikant, R. Agrawal, ACM SIGMOD Canada, 1996, with threshold as
well as the number of access sequence in the database, the result shows that
WAP mine outperforms GSP in quite significant margin, and WAP mine has
better scalability than GSP. The success of WAP tree and WAP mine can
be credited to the compact structure of WAP tree and the novel conditional
search strategies.

• Construction of WAP tree

The WAP tree is an effective data structure. It registers all count information
for pattern mining, and frees the mining, and frees the mining process from
counting candidates by pattern matching. The conditional search strategies
narrow the search space efficiently and make best use of WAP-tree structure.
It avoids the overwhelming problems of generating explosive candidates in
Apriori -like algorithms.

It is easy to show that a WAP tree can be partitioned and structured
in the form similar to B+ tree, and can be implemented evening pure SQL.
Therefore, WAP tree as well as mining use WAP tree is highly scalable.

• WAP mine

Access patterns can be mined sequential pattern mining techniques. Almost
all previously proposed methods for sequential pattern mining are based on a
sequential pattern version of Apriori heuristic. The essential structure of the
WAP min algorithm is as follows:

• Mining WAP from WAP tree

The WAP tree structure constructed by Algorithm 1 provides some interesting
properties that facilitate mining Web access patterns. WAP tree uses condi-
tional search, instead of searching all Web access patterns with same suffix,
to mine all Web access patterns. As the suffix becomes longer, the remaining
search space becomes smaller potentially.
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WebLogMiner

WebLogMiner (Zaiane et al., 1998) is a knowledge discovery tool, which bene-
fits from OLAP and data mining techniques, and multidimensional data cube,
to interactively extract implicit knowledge from very large Web log files. Con-
crete examples using these techniques were given for time-series pattern analy-
sis. The major strengths of this design are its scalability, interactivity, and the
variety and flexibility of the analyses possible to perform.

WebLogMiner is not limited by the huge sizes of the log files continuously
expanding, the type of data collected in the Web logs, and the techniques used
to analyze this data. Despite these strengths, the discovery potential of such
a design is still limited due to the current impoverished Web log files. The
implementation of a WebLogMiner prototype is still processing. The plan
to integrate the technology developed for data mining system DBMiner in
WebLogMiner and use DBMiner’s sparse data cube capabilities, and develop
additional modules for time-series pattern analysis is continuing.

22.3 Text Mining

22.3.1 Definition

Text mining should not be confused with the better known Internet search
engine tools or database management capabilities. Analogous to data mining,
which extracts useful information from any type of data with large quanti-
ties, text mining is a procedure applied to large volumes of free unstructured
text. After a traditional search for documents is completed, such as in format
of full text, abstracts, or indexed terms, text mining explores the complex
relationship among documents.

Science & Technology (S&T) text mining is the application of text mining
to highly detailed technical material (Kostoff). There are three major compo-
nents of S&T text mining.

(1) Information Retrieval, the foundational step of text mining. It is the ex-
traction of relevant records from the source technical literatures or text
databases for further processing.

(2) Information Processing, the extraction of patterns from the retrieved data
obtained in the previous step. According to Kostoff, it has three compo-
nents: bibliometrics, computational linguistics, and clustering techniques.
This step typically provides ordering, classification, and quantification to
the formerly unstructured material.

(3) Information Integration. It is the combination of the information process-
ing computer output with the human cognitive processes.
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22.3.2 S&T Text Mining Applications

There are several existing and potential text mining applications.

(1) Retrieving Documents

Text mining can be used to improve the comprehensiveness and relevance of
information retrieved from databases. Related research focuses on different
techniques for their comprehensiveness and S/N of records retrieved. Most
high-quality methods use some type of iterative method with relevance feed-
back to modify the initial test query for increased comprehensiveness and
precision of the records retrieved.

(2) Identify Infrastructure

Text mining can be used to identify the elements of the infrastructure of a
technical discipline. These infrastructure elements are the authors, journals,
organizations, and other group or facilities that contribute to the advance-
ment and maintenance of the discipline. Additionally, text mining can provide
their specific relationships to the total technical discipline or to subdiscipline
areas.

(3) Identify Technical Themes/Relationships

Text mining can be used to identify technical themes, their inter-relationships,
their relationships with the infrastructure and technical taxonomies through
computational linguistics. By categorizing phrases and counting frequencies,
S&T text mining can estimate adequacies and deficiencies of S&T in subtech-
nology areas.

(4) Discovery from Literature

There are different kinds of literature-based discovery: examining relationship
between liked, overlapping literatures, and discovering relationships or promis-
ing opportunities that would not be found when read separately. Successful
performance of literature discoveries can lead to identification of promising
new technology opportunities and research directions, such as extrapolation
of ideas from on discipline to a disparately related discipline.

(5) Technology Forecasting

In the process of retrieving and relating useful text data, text mining can also
provide the time series for trend extrapolation. As an extension of the process,
text mining can be used to identify state-of-the-art research & development
(R&D) emphases and portend future development.
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22.3.3 Text Mining Tools

There are over seventy text mining tools available on the Internet. A thorough
documentation written by van Gemert lists 71 text mining tools with brief
description of each of the company and its product. One of them is Vantage-
Point, which was developed by Search Technology, Inc., with the technology
assistance of Dr. Alan Porter, the director of Technology Policy and Assess-
ment Center (TPAC) at Georgia Tech.

Innovation Indicators

As mentioned before, bibliometrics is one of the text mining techniques to
capture desired information. It uses counts of publications, patents, or cita-
tions to measure and interpret the advance of technologies. These counts can
then be reasoned as innovation indicators of a certain technology.

Innovation indicators collect information on technology life cycle status,
innovation contextual influence, and product market potential concepts. Ex-
amples of research and development (R&D) innovation indicators can be
obtained by the following bibliometrics measures (TPAC).

(1) Fundamental Research—number of items in databases such as Science
Citation Index

(2) Applied Research—number of items in databases such as Engineering
Index

(3) Development—number of items in databases such as U.S. Patents
(4) Application—number of items in databases such as Newspaper Abstracts

Daily
(5) Societal Impacts—issues raised in the Business and Popular Press

abstracts

These innovation indicators can be defined along with the identification of
technical themes, where co-occurrence of clustering analysis is required. There-
fore, combined with text mining technique, innovation indicators can be gen-
erated as aids to show the maturity level of technology, similar in concept to
Technology Readiness Levels (TRLs).

Innovation Flow Mapping

Innovation flow mapping is a technique to model the influences on or drivers
of technology development in a graphical manner. It can be used as a brain-
storming tool in the early stage of planning or examining the prospects for
a technology and whether the institutions and the organizational capability
exist to complete the development. Similar to an Interrelationship Diagraph,
an innovation flow map consists of blocks of identified technologies/sources
and cause/influence relationship arrows in between blocks. It can depict the
location of research domain relative to each other and institutional interest
and overlaps.
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Competitive Technological Intelligence (CTI)

Competitive technological intelligence (CTI) is another use of text mining
techniques. It grew aggressively in the 1990s when companies, universities,
and government agencies were in need of knowing what capabilities others
have of developing a particular technology. An essential part of CTI comes
from topical searches in R&D databases of the text mining process.

CTI analysis can be done between market competitors or countries. An
example by Porter and Detampel (1995) is a comparison of the patenting fre-
quency in several areas related to multichip modules for the top two patenters,
IBM and AT&T.

22.3.4 Text Data Mining

Data “mining” is not a very good metaphor for what people in the field ac-
tually do. Mining implies extracting precious nuggets of ore from otherwise
worthless rock. If data mining really followed this metaphor, it would mean
that people were discovering new facts within their databases/data ware-
houses. In practice, data mining applications tend to be (semi-)automated
discovery of trends and patterns across very large datasets, usually for the
purposes of decision making. But in the case of text, we can take the mining-
for-nuggets metaphor seriously.

Text Data Mining vs. Information Retrieval

The goal of IR is to help users find documents that satisfy their information
needs. Like looking for needles in a needle stack – the problem is not so much
that the desired information is not known, but rather that it co-exists with
many other valid pieces of information.

The fact that an IR system can return useful documents does not imply
that a new discovery has been made: the information had to have already
been known by the author of the text, otherwise she could not have written
it down. Text data mining means the extraction of new, never-before encoun-
tered information.

How can text data mining help IR?

1. Text clustering to provide thematic overviews of text collections.
2. Automatically generating term associations to aid in query expansion
3. Using co-citation analysis to find general topics within a collection or

identify central Web pages.

A second goal of data mining on the Web is to analyze the transactions run
in a Web-based system, be it to optimize the system or to find information
about the clients in a system.
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TDM and Computational Linguistics

Empirical computational linguistics computes statistics over large text collec-
tions in order to discover useful patterns. These patterns are used to inform
algorithms for natural language processing, such as

a) part-of-speech tagging
b) word sense disambiguation (e.g., prices, prescription, and patent are likely

to co-occur with the medical sense of drug; while abuse, paraphernalia,
and illicit are likely to occur with the illegal drug sense of the word –
Church & Lieberman)

c) bilingual dictionary creation (Armstrong, 1994). See example at the end.

A classification of data mining and text data mining applications
Finding
patterns

Finding
nuggets

Finding
nuggets

Novel Non-novel
Nontextual data Standard data

mining
- Database

queries
Textual data Computational

linguistics
Real text data
mining

Information
retrieval

Real TDM

1. One body of work uses text category labels (associated with Reuters
newswire) to find “unexpected patterns” among text articles (Feldman &
Dagan, 1995). The main approach is to compare distributions of category
assignments within subsets of the document collection. For instance, dis-
tributions of commodities in country C1 are compared against those of
country C2 to see if interesting or unexpected trends can be found.

2. On-line new event detection.
The input is a stream of stories in chronological order, and whose output
is a yes/no decision for each story, made at the time the story arrives,
indicating whether the story is the first reference to a newly occurring
event. In other words, the system must first detect the first instance of
what will become a series of reports on some important topic.

3. Using text to form hypotheses about disease.
Experts can only read a small subset of what is published in their fields
and are often unaware about developments in related fields. It should be
possible to find useful linkages between information in related literatures,
if the authors of those literatures rarely refer to (are unaware of) each
other’s work (Swanson, 1987).

For example, when investigating causes of migraine headaches, he extracted
various pieces of evidence from titles of articles in the biomedical literature,
e.g.
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• stress is associated with migraines
• stress can lead to loss of magnesium
• calcium channel blockers prevent some migraines
• magnesium is a natural calcium channel blocker
• spreading cortical depression (SCD) is implicated in some migraines
• high levels of magnesium inhibit SCD
• migraine patients have high platelet aggregability
• magnesium can suppress platelet aggregability

These clues suggest that magnesium deficiency may play a role in some kinds
of migraine headache – a hypothesis that did not exist at the time Swanson
found these links, but was subsequently supported by medical tests.

This approach has only partly been automated. There is of course a poten-
tial for combinatorial explosion of potentially valid links. Sophisticated algo-
rithms are needed for helping with the pruning process, since a good pruning
algorithm will want to take into account various kinds of semantic constraints.
This is an area of investigation.

4. Using text to uncover social impact.
Narin et al. 1977 found that the technology industry relies more heavily
than ever on government-sponsored research results. They explored rela-
tionships among patent text (science references given on the first page)
and the original published research literature (looked in the acknowledge-
ments to see who funded the research).

5. The LINDI Project.
This investigated how researchers can use large text collections in the
discovery of new important information.

An important problem in molecular biology is automating the discovery of
the function of newly sequenced genes.

Human genome researchers perform experiments in which they analyze the
co-expression of tens of thousands of novel and known genes simultaneously.

A gene a co-expresses with gene b when both are found to be activated in
the same cells at the same time with much more likelihood than chance (mu-
tual information? ). Given this huge collection of genetic information, the goal
is to determine which of the novel genes are medically interesting, meaning
that they are co-expressed with already understood genes that are known to
be involved in disease.

22.4 Discovering Web Access Patterns and Trends
by Applying Olap and Data Mining Technology
on Web Logs – Case Study

As a confluence of data mining and WWW technologies, it is now possible to
perform data on Web log records collected from the Internet Web page access



564 22 Text and Web Mining

history. The behavior of the Web page readers is imprinted in the Web server
log files. Analyzing and exploring regularities in this behavior can improve
system performance, enhance the quality and delivery of Internet information
services to the end user, and identify population of potential customers for
electronic commerce. Thus, by observing people using collections of data, data
mining can bring considerable contribution to digital library designers. We
have been developing the knowledge discovery tool, WebLogMiner, for mining
Web server log files. This section presents the design of the WebLogMiner,
reports the current progress, and outlines the future work in this direction.
This case study is taken from Virtual-U Research Laboratory and Intelligent
Database Systems Research Laboratory, Simon Fraser University, Canada.

Web servers register a (Web) log entry for every single access they get in
which they save the URL requested, the IP address from which the request
originated, and a timestamp. With the rapid progress of World Wide Web
(WWW) technology, and the ever-growing popularity of the WWW, a huge
number of Web access log records are being collected. Popular Web sites can
see their Web log growing by hundreds of megabytes every day.

Condensing these colossal files of raw Web log data in order to retrieve
significant and useful information is a nontrivial task. It is not easy to per-
form systematic analysis on such a huge amount of data and therefore, most
institutions have not been able to make effective use of Web access history for
server performance enhancement, system design improvement.

Using Web log files, studies have been conducted on analyzing system per-
formance, improving system design, understanding the nature of Web traffic,
and understanding user reaction and motivation. One innovative study has
proposed adaptive sites: Web sites that improve themselves by learning from
user access patterns. While it is encouraging and exciting to see the various
potential applications of Web log file analysis, it is important to know that
the success of such applications depends on what and how much valid and
reliable knowledge one can discover from the large raw log data. Currently,
there are more than 30 commercially available applications for Web log analy-
sis and many more are available free on the Internet (The University of Illinois
maintains a list of Web access analyzers on a Hyper News page accessible at
http://union, ncsa.uiuc.edu/HyperNews/get/www/loganalyzers, html).

The most frequent reports predefined by Web log analysis tools are: a
summary report of hits and bytes transferred, a list of top requested URLs,
a list of top referrers, a list of the most common browsers used, hits per
hour/day/week/month reports, hits per domain report, an error report, a
directory tree report, etc. Despite the fact that some of the reports can be
customized with some of these tools, the majority of the currently available
Web log analysis tools have rigid predefined reports. Most if not all of these
Web log analysis tools have limitations with regard to the size of the Web
log files, whether it is physical in size or practical in time because of the low
speed of the analysis. To reduce the size of the log files to analyze Web log
analysis tools make assumptions in order to filter out some data like failed



22.4 Discovering Web Access Patterns and Trends 565

requests (i.e., errors) or page graphic requests, or to round off the log entries
by combining similar requests. Different assumptions are made for each of the
Web log analysis tools resulting in the prospect of different statistics with the
same log file. It has been reported that the analysis of the same Web log with
different Web log analysis tools ended up with different statistic results.

Overall, the current Web log analysis tools are still limited in their perfor-
mance, the comprehensiveness and depth of their analyses, and the validity
and reliability of their results. The recent progress and development of data
mining and data warehousing has made available powerful data mining and
data warehousing systems. Many successful data mining systems can handle
very large data files like the Web log files. However, we have not seen a sys-
tematic study and development of data warehousing and mining systems for
mining knowledge from Web access log records. Recent research and develop-
ment of data mining technology have promoted some studies on efficient data
mining for user access patterns in distributed systems, referred to as mining
path traversal patterns. Understanding user access patterns in a Web site us-
ing these mining techniques not only helps improve Web system design, but
also leads to wise marketing decisions (e.g., putting advertisements in proper
places, classifying users, etc.). However, mining path traversal patterns is still
in its infancy.

In this section we propose to use data mining and data warehousing tech-
niques to analyze Web log records. Based on our experience on the develop-
ment of relational database and data warehouse-based data mining system,
DBMiner, by the Intelligent Database Systems Research Laboratory at Si-
mon Fraser University, and on the development of a Web based collaborative
teaching and learning environment, Virtual-U, by the Virtual-U Research Lab-
oratory at Simon Fraser University, we jointly study the challenging issues on
data mining in Web log databases, and propose the WebLogMiner system,
which performs data mining on Web log records collected from Web page
access history.

22.4.1 Design of a Web Log Miner

The most commonly used method to evaluate access to Web resources or user
interest in resources is by counting page accesses or “hits.” As we will see, this
is not sufficient and often not correct. Web server log files of current common
Web servers contain insufficient data upon which thorough analysis can be
performed. However, they contain useful data from which a well-designed
data mining system can discover beneficial information.

Web server log files customarily contain: the domain name (or IP address)
of the request; the user name of the user who generated the request (if ap-
plicable); the date and time of the request; the method of the request (GET
or POST); the name of the file requested; the result of the request (success,
failure, error, etc.); the size of the data sent back; the URL of the referring
page; and the identification of the client agent.
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A log entry is automatically added each time a request for a resource
reaches the Web server. While this may reflect the actual use of the resources
on a site, it does not record reader behaviors like frequent backtracking or
frequent reloading of the same resource when the resource is cached by the
browser or a proxy. A cache would store resources and hand them to a client
requesting them without leaving a trace in the log files. Frequent backtracking
and reload may suggest a deficient design of the site navigation, which can be
very informative for a site designer; however, this cannot be measured solely
from the server logs. Many have suggested other means of data gathering like
client-site log files collected by the browser, or a Java Applet. While these
techniques solve problems created by page backtracking and proxy caching,
they necessitate the user’s collaboration, which is not always available. Until
the Web server log files are enriched with more collected data, our data min-
ing process is solely based on the information currently gathered by the Web
servers.

Researchers working on Web log analysis discredit the use of Web ac-
cess counts as indicators of user interest or measure of the interestingness of
a Web page. Access counts, when considered alone, can be misleading met-
rics. For example, if one must go through a sequence of documents to reach
a desired document, all documents leading to the final one get their coun-
ters incremented even if the user is not interested in them at all. The access
counters alone do not account for the user’s ability to access the information
and the appropriateness of the information to the user. Nonetheless, when
access counts are used in conjunction with other metrics, they can help infer
interesting findings.

Despite the impoverished state of the server logs, much useful information
can be discovered when using data mining techniques. The date and time
collected for each successive request can give interesting clues regarding the
user interest by evaluating the time spent by users on each resource, and can
allow time sequence analysis using different time values: minutes, hours, days,
months, years, etc. The domain name collected can allow practical classifi-
cation of the resources based on countries or type of domain (commercial,
education, government, etc.). The sequence of requests can help predict next
caching those resources, or by allowing clustering of resources in a site based on
user motivation. Notwithstanding, the server logs cannot be used as recorded
by the Web server and need to be filtered before data mining can be applied.

In the WebLogMiner project, the data collected in the Web logs goes
through four stages. In the first stage, the data is filtered to remove irrelevant
information and a relational database is created containing the meaningful re-
maining data. This database facilitates information extraction and data sum-
marization based on individual attributes like user, resource, user’s locality,
day, etc. In the second stage, a data cube is constructed using the available
dimensions. On-line analytical processing (OLAP) is used in the third stage
to drill-down, roll-up, slice, and dice in the Web log data cube. Finally, in the
fourth stage, data mining techniques are put to use with the data cube to
predict, classify, and discover interesting correlations.
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22.4.2 Database Construction from server log Files

Data cleaning and data transformation the data-filtering step is a typical step
adopted by many Web log analysis tools. While typically Web log analysis
tools may filter out requests for page graphics (as well as sound and video) in
order to concentrate on data pertaining to actual page hits, we tend to keep
these entries because we believe they can give us interesting clues regarding
Web site structure, traffic performance, as well as user motivation. Moreover,
one user action can generate multiple server requests, and some of them are
requests for page media. Some of these requests are important to deduce
the intended action of the user. Another typical cleaning process consists of
elimination log entries generated by Web agents like Web spiders, indexes, link
checkers, or other intelligent agents that prefetch pages for caching purposes.
We chose not to screen out these requests generated by the Web agents. It
is often interesting and useful to analyze Web agents’ behavior on a site and
compare the traffic generated by these automated agents with the rest of the
traffic. The data filtering we adopted mainly transforms the data into a more
meaningful representation. We tend to consider most of the data are relevant
and eliminate a minimal amount of data.

There are two types of data cleaning and data transformation, one that
does not necessitate knowledge about the resources at the site and one that
does. Cleaning the date and time field of the log entry, for instance, does
not need any knowledge about the site itself. The date and time field is simply
restructured in a set of fields to specify the day, month, year, hour, minute,
and second. Filtering out server requests that failed or transforming server
error cods is also generic. Transforming IP address to domain names is inde-
pendent from the site content as well. However, associating a server request
or a set of server requests to an intended action or event clearly necessitates
knowledge about the site structure. Moreover, different dynamically gener-
ated Web pages can be the result of a single script, thus, an identical server
request. Knowledge about the parameters provided to the script to generate
the dynamic page, or knowledge about the necessary sequence in the request
history before a request for a script, can be essential in disambiguating a
server request and associating it to an event.

Metadata provided by the site designers is required for the knowledge-
based data cleaning and transformation. The metadata consists of a mapping
table between a server requests (URL) with parameters, if available, or a
sequence of requests (URLs) and an event with a representative URL. The
transformation process replaces the request sequence by the representative
URL and adds the event tag to the log entry.

After the cleaning and transformation of the Web log entries, the Web log is
loaded into a relational database and new implicit data, like the time spent by
event, is calculated. The time spent by event (or page) is approximated from
the difference between the time the page for the current event is requested and
the time the next page is requested with an upper-bound threshold for the
case when the user does not come back to the same server. This notion of time
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spent is an approximation of the actual perusal duration since it intrinsically
includes the time for network transfer, navigation inside the page, etc. It may
seem a biased metric but can be very useful comparing pages with the same
design.

22.4.3 Multidimensional Web log data cube

Construction and manipulation after the data has been cleaned and trans-
formed, a multidimensional array structure, called a data cube, is built to
aggregate the hit counts. The multidimensional data cube has numerous di-
mensions (i.e., generally more than 3), each dimension representing a field
with all possible values described by attributes. For example, the dimension
URL may have the attributes: server domain, directory, file name, and exten-
sion; or the dimension time may have the attributes: second, minute, hour,
day, week, month, quarter, year. Attributes of a dimension may be related
by partial order indicating a hierarchical relationship among the dimension
attributes. Hierarchies are generally predefined, but in some cases partition-
ing the dimension in ranges automatically generates these hierarchies. For
example the dimension file size can be partitioned into size ranges and later
grouped into categories like tiny, small, medium, large, huge.

Examples of dimensions in the Web log data cube include the following.
Notice that each dimension is defined on a concept hierarchy to facilitate
generalization and specialization along the dimension.

URL of the resource, where the concept hierarchy used is defined on the
server directory structure; type of resource, defined on a range hierarchy; size
of the resource, defined on a range hierarchy; time at which the resource
was requested, defined on a time hierarchy; time spent in page, defined on a
range hierarchy of seconds; domain name from which the request originated,
defined on a prebuilt domain hierarchy; agent that made the request, defined
on a prebuilt hierarchy of known Web agents and browsers; user, defined on
a prebuilt user hierarchy, server status, defined on an error code hierarchy.

The multidimensional structure of the data cube provides remarkable flex-
ibility to manipulate the data and view it from different perspectives. The sum
cells allow quick summarization at different levels of the concept hierarchies
defined on the dimension attributes.

Building this Web log data cube allows the application of OLAP (On-Line
Analytical Processing) operations, such as drill-down, roll-up, slice and dice,
to view and analyze the Web log data from different angles, derive ratios, and
compute measures across many dimensions.

The drill-down operation navigates from generalized data to more details,
or specializes an attribute by stepping down the aggregation hierarchy. For
example, presenting the number of hits grouped by day from the number of
hits grouped by month is a drill-down along the hierarchy time. The roll-
up is the reverse operation of the drill-down. It navigates from specific to
general, or generalizes an attribute by climbing up the aggregation hierarchy.
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For example, the aggregation of total requests from group-by organization by
day to group-by country by day is a roll-up by summarization over the server
domain hierarchy.

The slice operation defines a subcube by performing a selection on one
dimension by selecting one or some values in a dimension. It is a literal cut of
a slice (or slices) on the same dimension. For example, the selection domain
= “.edu” on the dimension server domain, is a slice on the educational inter-
net domain. The dice operation is a set of consecutive operations on several
dimensions. It defines a subcube by performing selections on several dimen-
sions. For example, a subcube can be derived by dicing the Web log data
cube on four dimensions using the following clause, country = “Canada” and
month = 11/97 and agent = “Mozila” and file type = “cgi.” These OLAP
operations assist in interactive and quick retrieval of 2D and 3D cross tables
and chartable data from the Web log data cube, which allow quick querying
and analysis of very large Web access history files.

22.4.4 Data mining on Web log data cube and Web log database

On-line analytical processing and the data cube structure offer analytical mod-
eling capabilities, including a calculation engine for deriving various statistics,
and a highly interactive and powerful data retrieval and analysis environment.
It is possible to use this environment to discover implicit knowledge in the Web
log database by implementing data mining techniques on the Web log data
cube. The knowledge that can be discovered is represented in the form of rules,
tables, charts, graphs, and other visual presentation forms for characterizing,
comparing, associating, predicting, or classifying data from the Web access
log.

These data mining functions are briefly explained as follows.

Data Characterization

This function characterizes data in the Web log. It consists of finding rules
that summarize general characteristics of a set of user-defined data. The rules
are generated from a generalized data cube produced using the Web log data
cube and the OLAP operations. For example, the traffic on a Web server for
a given type of media in a particular time of day can be summarized by a
characteristic rule.

Class Comparison

Comparison plays the role of examining the Web log data to discover dis-
criminant rules, which summarize the features that distinguish the data in
the target class from that in the contrasting classes. For example, to compare
requests from two different Web browsers (or two Web robots), a discriminant
rule summarizes the features that discriminate one agent form the other, like
time, file type, etc.
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Association

This function mines association rules at multiple levels of abstraction. For
example, one may discover the patterns that accesses different resources con-
sistently occurring together, or accesses from a particular place occurring at
regular times.

Prediction

Prediction involves predicting values or value distributions of an attribute of
interest based on its relevance to other attributes. Both relevance analysis
and predictive model construction need statistical analysis techniques. This
helps prediction of possible values of missing data or the value distribution of
certain attributes in a set of objects. For example, the access to a new resource
on a given day can be predicted based on accesses to similar old resources on
similar days, or the traffic for a given page can be predicted based on the
distribution of traffic on other pages in the server directory.

Classification

Classification consists of building a model for each given class based upon
features in the Web log data and generating classification rules from such
models. The models are constructed by analyzing a training Web log data set
whose class label is known. The classification rules can be used to develop
a better understanding of each class in the Web log database, and perhaps
restructure a Web site or customize answers to requests (i.e., quality of service)
based on classes of requests.

Time-series Analysis

Time-series analysis is to analyze data collected along time sequences, pe-
riodicity, and so on. It may also involve attribute relevance analysis, model
construction, classification, and prediction. Thus time-series analysis explores
most of the techniques developed in the above (data mining functions) plus
its own techniques for time-sequence search, similarity analysis, periodicity
analysis, and so on. For example, time-series analysis of the Web log data
may disclose the patterns and trends of Web page accesses in the last year
and suggest the improvement of services of the Web server. Since most data
mining functions other than time-series analysis share many commonalities
with the work in traditional data mining systems, such as IBM Intelligent
Miner (Quest), Silicon Graphics MineSet, DBMiner, this section does not dis-
cuss the application of these data mining functions to Web log mining in
detail. The focus is on time-series analysis because Web log records are highly
time related, and the goals of data mining with Web log records are largely
aimed at mining time-related patterns.
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The time-series analysis includes network traffic analysis, event sequences
and user behavior pattern analysis, transition analysis, and trend analysis.
With the availability of data cube technology, such analysis can be performed
systematically in the sense that analysis can be performed on multiple dimen-
sions and at multiple systematically in the sense that analysis can be per-
formed on multiple dimensions and at multiple granularities. Moreover, there
are major differences in time-series analysis of Web log mining in comparison
with other traditional data mining processes.

We take trend analysis as an example to illustrate such a process. In the
analysis of the trend of Web accessing in the Virtual-U environment, we would
like to see how a user changes his/her Web navigation behavior and focuses
his/her attention to interested topics. The analysis takes the following steps.

1. Data/user selection. Since a Virtual-U user accesses the Virtual-U Web
pages regularly, those who access the Virtual-U Web page only occasion-
ally for curiosity will not be included in the analysis. That is, access reg-
ularity will be taken as a standard (or threshold) to filter out scattered
accesses.

2. Cycle detection. For Web accessing, a regular Virtual-U user usually starts
a Virtual-U session, traverses a set of page with possible inputs to some
pages, and then leaves the Virtual-U sessions for a while or for a long
time before coming back to start another session. Thus the starting or
restarting of a Virtual-U Web page, following by a sequence of other local
Web page accesses forms a cycle. A data mining task needs to detect such
cycles effectively for meaningful analysis. We have developed techniques
on how to find such cycles and detect periodically efficiently using data
cube structure and OLAP technique.

3. Trend analysis. With the accumulation of the discovered sequences and pe-
riods, analysis can be performed on them to discover patterns and trends
with different interests. One kind of patterns, which can be easily dis-
covered, is the repetition of similar Web page accesses. For the same set
of Web pages, many users will access such pages repeatedly in a similar
pattern. Number of accesses will be associated with each page node to
register such access frequency.

Moreover, with data cube technology, one can roll-up the access history to
get general Web page accessing statistics. Such access statistics form a group
of Web access trees/graphs. These access trees demonstrate some clear trend
along the time axis: taking the structural complexity of the access tree as a fo-
cus, one can easily see the trend is the gradually reduced structural complexity
of the access tree, which shows more experienced users are more focused on
specific topics reduced number of random searches to other scattered topics.

Notice with the data cube technology, such a trend can be demonstrated
with different time granularities, such as by week, biweek, month, bimonth,
quarter, etc. by simple clicking the button of time axis. However, the trend
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will be “discovered” by a human with the help of visualization tools instead
of a fully automated process.

It is evident now that Web server should collect and enter more information
in their logs. It is urgent to study specific needs in Web access pattern analysis
and recommend a new structure for Web access logs. This new structure would
significantly simplify the data cleaning and data transformation stage. The
experience showed us that the data cleaning and data transformation step is
not only crucial, but also is the most time consuming. A good data filtering
process needs metadata provided by Web site designers.

Due to the important size and the ever-exploding nature of the Web log
files, the construction of the multidimensional data cube necessary for the
on-line analytical processing and knowledge discovery, is very demanding and
time consuming. To reduce the data cube construction time, we plan to build
a bridge between the Web server and a data cube that would propagate access
information directly to the aggregated cells of the data cube. The incremen-
tally updated Web log data cube would allow real time Web access analysis
and data mining.

22.5 Web Usage Mining on Proxy Servers: A Case Study

Web Usage Mining is an aspect of data mining that has received a lot of atten-
tion in recent years. Commercial companies as well as academic researchers
have developed an extensive array of tools that perform several data mining
algorithms on log files coming from Web servers in order to identify user be-
havior on a particular Web site. Performing this kind of Investigation on the
Web site can provide information that can be used to better accommodate
the user’s needs. An area that has received much less attention is the investi-
gation of user behavior on proxy servers. Servers of Internet Service Providers
(ISPs) log traffic from thousands of users to thousands of Web sites. It was
a Belgian ISP that showed interest in the subject and consequently provided
data from one of their proxy servers for a thesis. This section is a summary
of that thesis and lays emphasis on the attained results. The ISP chose to
remain anonymous because of privacy issues.

The Internet is generally said to have become available to a large public
around 1994-1995. Since that time a great number of companies have thrown
themselves on this new medium. In the beginning many entrepreneurs saw
great new opportunities to make money by setting up an Internet company.
Later on, some of the so-called brick-and-mortar companies began to see a
need to go on-line. Some of those even changed their business so drastically
that not much of the original company was left. Every large company has spent
a lot of effort and money to develop a well-established Web site. The ones
that have not spent enough effort may find themselves faced with strategic
disadvantages in years to come.
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In order to have a successful Web site (and especially a successful
e-commerce site) it is crucial to know the users of that site. This need has
given rise to a whole new field in research, called Web Usage Mining. It is
commonly seen as a subdivision of Web Mining, which implies that data min-
ing techniques are applied to data from the World Wide Web. When the data
under consideration emerges from Web servers log files, we enter the field
out Web usage mining. It is therefore the “automatic discovery of user access
patterns form Web servers.”

Because it is so important to know one’s customers in order to better suit
their needs, companies are willing to spend money on the analysis of their
log files. As a consequence, apart from tools that were developed by academic
researchers, there is simultaneously a significant number of commercial tools
that have been developed to meet these needs. Examples of academic tools
include WebSIFT (Robert Cooley University of Minnesota, 1999) and Web
Utilization Miner (Myra et al., 1998). An example of a commercial Web usage
mining tool is EasyMiner, developed by MINEit Software Ltd. All of these
tools are designed to understand the most common log file formats so that
the process requires very little preprocessing. Unfortunately, when analyzing a
log file from a Web server, one can only analyze browsing behavior on a single
site. To perform research on a sector or even on general browsing behavior,
the log file data of a proxy server is a lot more appropriate because of the
many-to-many relationship between sites and users.

22.5.1 Aspects of Web Usage Mining

As in the other form of data mining, in the Web usage mining it is equally im-
portant to pay attention to a proper data collection, a thorough preprocessing
phase, and the data mining techniques themselves.

22.5.2 Data Collection

Data for Web usage mining can be collected at several levels. We may be faced
with data from a single user or a multitude of them on one hand and single
site or a multitude of sites. Combining both factors offers four possibilities, as
illustrated in Fig. 22.1.

1 Site Multiple sites

user Java applets or Modified browser
Javascripts

Multiple
users

Server level Proxy server level

Fig. 22.1. Segments of Web traffic
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Data about behavior of a single user on a single site can be collected by
means of JavaScript or Java applets. Both methods require user participation
in the sense that the user has to enable their functionality. An applet has the
additional problem that it may take some time to load the first time. However,
it has the advantage that it can capture all clicks, including pressing the back
or reload buttons. A script can be loaded faster but cannot capture all clicks.

A modified browser is situated in the second segment. It can capture
the behavior of a single user over all visited Web sites. Its advantages over
Java applets and JavaScript are that it is much more versatile and will al-
low data collection about a single user over multiple Web sites. That is why
this kind of data collection is used regularly by market research groups, e.g.,
Nielsen//Netratings, in order to collect information on how certain user groups
behave on-line.

The third way of data collection is on the Web server level. These servers
explicitly log all user behaviors in a more or less standardized fashion. It gener-
ates a chronological stream of requests that come from multiple users visiting
a specific site. Since Web servers keep record of these requests anyhow, this in-
formation is readily available. Sometimes an analyst will use some additional
information to better identify users, such as information from cookies or socio-
demographic information about the users that may have been collected. This
kind of data collection also has a number of drawbacks. Like JavaScripts, it
cannot capture page views that were generated by pressing back or reload
buttons. Apart from that, it also cannot log page views generated by a cache,
either a local cache on the computer of the user, or a cache from an ISP’s
proxy server.

The fourth level of data collection logs behavior of multiple users visiting
multiple Web sites. This kind of information can be found in log files origi-
nation from proxy servers. These servers are used by ISPs to give customers
access to the World Wide Web. They also function as a cache server. This
means that they will keep pages that were recently requested on this server
and, if the same request is made by another user shortly after that, they will
send the cached page to that user, instead of requesting it once more on the
Web server were that page is located.

22.5.3 Preprocessing

Preprocessing is an aspect of data mining of which the importance should not
be underestimated. If this phase is not performed adequately, it is not possible
for the mining algorithms to provide reliable results.

22.5.4 Data Cleaning

First of all, irrelevant data should be removed to reduce the search space and
to skew the result space. Since the intention is to identify user sessions and
build up out of page views, not all hits in a log file are necessary. This is true
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for server logs as well as for proxy logs. A log file generates a hit for every
requested file. Since an HTML page may consist of several files (text, pictures,
sounds, several frames) it would be useful if we could keep only a single hit for
each page view. To get an idea of user behavior, it is only necessary to keep
track of the files that the user specifically requested. Very often, all hits with
a suffix like .jpg, .gif, .wav, etc. are removed out of the log file. Even though
this will also be done in the research that is described later on, it also has
a drawback. Sometimes users specifically want to see a picture on a separate
page. This page view will be deleted while it should not.

22.5.5 User and Session Identification

After the log file has been cleaned, the next step is to identify users. This
very often poses a serious problem. If every computer in the world has its own
unique IP-address, there would not be a problem. However, most ISPs make
use of dynamic IP addresses. This means that every time a user logs on to
the Internet, he will be given different addresses. This makes it impossible to
distinguish returning users. As a consequences, it is usually simply assumed
that every new IP address is the same. This occurs when the agent log shows
a change in browser software or operating system. Some sites try to solve
the problem of user identification through the use of cookies that contain
an identification number. However, users very often delete cookies or disable
their use, which makes that this technique is not always reliable either. Other
sites try to identify users by asking them for a login and password. It is clear,
however, that not every site can do this since it very often scares users away.

Assuming that users have been identified, the next step is to identify ses-
sions. The goal of session identification is to divide the page accesses of each
user into individual sessions. A rule of thumb that is commonly used is that
when there is an interval of 30 minutes between two page views, the click
stream should be divided in two sessions. This rule has been applied since
of timeout of 25.5 minutes was established, based on empirical data. This is
why, in the further research it is carried out with a timeout of 30 minutes.
After users and sessions have been identified, the file under consideration will
have additional fields that mention for each line the number of users and of
the session.

22.5.6 Data Mining Techniques

For the actual pattern discovery in Web usage mining, mostly the same tech-
niques are employed as in other forms of data mining. The most common ones
will be briefly described.

Log file analysis

Even though this is not a data mining technique as such, it is probably the
most widely used technique to obtain structured information out of server logs.
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There are a large number of tools on the market that will accept the most
common log file formats as an input to answer some basic questions that every
Web site administrator has. It will provide information such as: the number
of hits and page views, the number of unique and returning users, the average
length of a page view, an overview of the browsers and operating systems that
were used, an overview of keywords that were used in search engines and that
led to the Web site, etc. Despite lacking in the depth of its analysis, this type of
knowledge can be potentially useful for improving the system performance,
enhancing the security of the system, facilitating the site modification task,
and providing support for marketing decisions.

Association Rules

In Web usage mining, association rules are used to find out which pages are
frequently visited together. In the particular research carried out in this work,
they will be used to find out which Web sites and which sectors are frequently
visited together. An association rule is usually presented in the following syn-
tax:

KeynetBe ⇐ VtmBe & TvlBe (15 : 2.788%, 0.27)

This rule means that out of the 15 instances (representing 2.788% of the
database) that visited the sites of www. vtm.be and www.tv1.be together,
27% also visited www.ketnet.be. The support is 15, the confidence 27%.

Sequential Patterns

This technique has some similarities with the association rules and is used
in this section in addition to those association rules. The difference is that it
takes the time dimension into account. The algorithm tries to find sequences
in which a certain page (or Web site) usually comes before or after another
page (or Web site). In other words, it “attempts to find inter-session patterns
such that the presence of a set of items is followed by another item in a
time-ordered set of sessions or episodes.”

Clustering

In general, clustering is a process of creating a partition so that all the mem-
bers of each set of the partition are similar according to some metric. In Web
usage mining, we can narrow the definition to a technique to group users in
clusters based on their common characteristics. Clustering algorithms learn in
an unsupervised way. They discover their own classes and subsets of related
objects in the training set. Then it has to find descriptions that describe each
of these subjects.
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Classification

Contrary to clustering, classification is a supervised way of learning. The
database contains one or more attributes that denote the class of a tuple and
these are known as predicted attributes, whereas the remaining attributes are
called predicting attributes. A combination of the predicted attributes defines
a class. In the Web domain one is interested in developing a profile of users
belonging to a particular class or category. For example, 45% of users who visit
two or more sites of television stations in a single session are younger than
21. The algorithms that perform classification include decision tree classifiers,
Bayesian classifiers, k-nearest neighbor classifiers, etc.

22.5.7 E-metrics

E-metrics is based on statistics, which is a data mining technique. Therefore, it
can be considered to be a Web usage mining method like any other. Moreover,
they also try to gain insight into browsing behavior of users and performance
of Web sites (NetGenesis- www.netgenesis.com).

E-metrics is measured with which Web sites can be evaluated. They can
be compared with regular metrics and ratios as these are used in traditional
industry, such as return on investment, net profit, market share, rentability,
etc. As Web sites gain a more important position in companies, there emerges
a need to evaluate these Web sites – that consume more and more money – and
quantify their performance. The intention is to give indications of how well
the Web site performs in order to investigate to what extent these measures
change over time and how well they perform compared to those of competitors.

Two kinds of e-metrics can be identified, those that can be applied to every
Web site and those that were designed for a specific kind of Web site, very
often e-commerce sites.

General e-metrics

In this section we briefly describe a few general e-metrics. However, both
stickiness and average duration are explained in more detail because of their
importance in the undertaken research.

Stickiness

This is probably one of the most widely used e-metrics. It is a composite
metric that indicates the effectiveness with which the content of the page or
the Web site can keep the attention of the user. In general it is assumed that
sticky sites are better than sites that are less sticky. A possible formula is as
follows.
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Stickiness = Frequency∗ Duration∗ Total site reach

Where

Frequency = Number of visits in time period T
Number of unique userswho visited in T

Duration = Total amount of time spent viewing all pages
Number of visits in time period T

Where

Total site reach =
Number of unique userswho visited in T

Total number of unique users

This formula can be reduced to:

Stickiness = Total amount of time spent viewing all pages
Total number of unique users

so that one does not need to have all the data for the complete formula to
calculate stickiness. Usually stickiness is expressed in minutes per user.

Average duration

This is quite a simple e-metric with which several pages of a Web site (or
complete Web sites) can be compared to each other. The metric expresses how
long users view a certain page or site on average. In this work the following
formula has been used:

Average duration = Total duration of site (or page) X
Total number of page views

It is impossible to suggest an ideal value for this metric. For entire sites, the
value should usually be as high as possible. For individual pages, it depends
on the nature of that page. A navigation page should have a low value, which
means that users easily find their way, while content pages should have a
higher value.

Specific e-metrics

Apart from a vast amount of possible general e-metrics, there are also a great
number of metrics specifically for e-commerce sites. These include:
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Personalization index: This expresses to what extent data that were asked
from the user to fill in on a form, are used to offer a personalized service. This
value should be greater than 0.75.

Acquisition cost: This divides promotion costs (in the form of banners) by the
number of click-throughs, so that the marketing team can discover to what
extent the marketing efforts are effective to acquire users.

Cost per conversion: This divides promotion costs by the number of sales. It
is the number that marketing people use to determine the best investment of
their promotional budget.

RMF analysis: This is a special analysis in which customers are evaluated on
three aspects: Recency (when was the last time they purchased something?),
Monetary Value (how much money has he spent on the site already?), and
Frequency (how frequent does the user purchase a good on the site?). All
users are then placed in this three-dimensional model to find possible user
segments.

22.5.8 The Data

The data used for research purposes in this section was offered to us by a
Belgian ISP that chose to remain anonymous because of privacy issues. The
data used here come from a proxy server that handles request of users that
have a broadband Internet connection.

The log file

To offer Internet access, this ISP makes use of six proxy servers, all located in
Belgium. Every user is assigned to one of those. As long as this user does not
change his installation settings, he will always log on to the same server. This
means that the log history of every user can always be found on the same
server. This is a clear advantage for data mining research.

Unfortunately, the ISP does not make use of fixed IP addresses. Like most
other ISPs, it uses a pool of dynamic IP addresses, which makes it more
complicated to identify users. Fortunately, on-the-fly IP addresses—meaning
that another address may be used for each file request—are not used here,
since it would make this research quite impossible.

At the end of a session, the user can explicitly release his IP address so
that it can be used for another user. However, most people do not do this
and turn off their computer without doing so. In this case, their address is
automatically taken back after 30 minutes, which is convenient because it is
also the time interval that will be used to distinguish sessions with the same
IP address.

Luckily, there are no time zones in Belgium, because if this were so, it
would have to be solved somehow. Also, the server in this research is not load
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balanced. This, too, would make matters more complicated. As mentioned
before, IPs that change within sessions would make it very difficult, if not
impossible, to conduct a research. All these problems could arise with other
data sets. In the framework of this section, solutions for these problems have
not been looked for. It may be an opportunity for future research.

Preprocessing

Before any actual data mining algorithms can be applied on the data, the
data needs to be preprocessed so that it can serve as the input of several
algorithms. As mentioned in the introduction, most tools that were designed
for conventional Web Usage Mining on Web servers perform this preprocessing
automatically. In this case, however, this part of the process will have to be
executed manually. The advantage of this is that we have more control over
the way it is done.

Data Cleaning

First of all, all files with an extension .jpg, .gif, .wav, etc. have been removed
from the log file, an action that drastically reduced the size of the file. Sec-
ondly, all irrelevant fields were removed. Only three fields were retained: IP
address, time stamp, and URL. Finally, only the DNS name in the URLs
was kept, in the form of ww.websitename.com (other prefixes and suffixes are
possible instead of www and com). This was done in order to facilitate the
comparison of different lines in the database, and because the exact pages that
were visited are irrelevant in this research. After this process of data cleaning,
the original log file that comprised 600MB was reduced to 185MB. The file
contains 1,714,813 hits.

User and session identification

The only data that is at disposal to identify users and sessions is the time
stamp and the IP address. To start with, every IP address is seen as a different
user. However, a different user can represent several sessions. Within the series
of lines that are linked to a certain IP address, different sessions are identified
by using a time out of thirty minutes. This means that if there is a time interval
of more than thirty minutes between two consecutive clicks, two sessions will
be identified. The problem that we face by doing this is that it is impossible to
know whether it was the same person who simply did not touch his computer
for half an hour, or effectively a different user that was assigned an IP address
because the previous user turned off his computer. However, even if it was
the same person, it is still useful to regard his click stream as two (or more)
different sessions.

A problem here is that it is impossible to correctly identify the number
of unique users, which is needed to calculate stickiness. However, the most
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important aspect of stickiness will be to compare the results of different sectors
with each other. So, if the absolute values of stickiness are somewhat incorrect,
that will be crucial. They should be seen relatively to one another. The file
contained 7,287 different IP addresses and 10,548 sessions were identified.

22.6 Text Data Mining in Biomedical Literature
by Combining with an Information Retrieval
Approach – Case Study

This section attempts to focus on two issues. The first one is an information
retrieval task, which retrieves useful MEDLINE documents for biological re-
search with high precision, and the second is a text (data) mining task, which
applies association rule mining and term extraction for mining MEDLINE.
As a result, the obtained association rules may be used for consistency check-
ing and error detection in annotation of MeSH terms in MEDLINE records.
This case study is taken from T.N. Tran et al., Tokyo Institute of Technology,
Japan.

A large part of the information required for biological research is
currently recorded in free-text form such as MEDLINE abstracts. This in-
formation is important for many types of analysis, such as classification of
proteins into functional groups, discovery of new functional relationship, ex-
traction of protein interaction information, and so on. Recently there has been
an increasing deal of research that attempts to extract the abundant infor-
mation in biological literature databases. Since MEDLINE abstracts are
recorded in free-text form, it is natural to apply natural language process-
ing techniques into these kinds of task. To date, a great deal of research has
attempted to use information extraction techniques to find gene–gene inter-
actions, protein–protein interactions. In general, most of them are based on
natural language processing techniques such as parsing, not from the view-
point of mining the text sources to discover novel knowledge. The first goal
of this research is to address this issue by applying association rules and term
extraction for mining MEDLINE.

On the other hand, the task of “preprocessing,” i.e., retrieving only MED-
LINE documents, which contain relevant biological information prior to the
information extraction or text mining from MEDLINE also, plays an impor-
tant role in biological research. Current systems for accessing MEDLINE such
as PubMed (http://www.ncbi.nlm.nih.gov/PubMed/) accept keyword-based
queries to text sources and return documents that are hopefully relevant to
the query. Since MEDLINE contains an enormous amount of papers and the
current MEDLINE search engines is a keyword-based one, the number of re-
turned documents is often large, and many of them in fact are nonrelevant.
The approach to solve this is to make use of existing databases of organisms
such as S. cerevisiae using supervised machine learning techniques.
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Fig. 22.2. Outline of the Information Retrieval task

22.6.1 Information Retrieval Task – Retrieve Relevant Documents
by Making use of Existing Database

Figure 22.2 shows the illustration of the Information Retrieval task. In this
figure, YPD database (standing for Yeast Protein Database – http://www.
proteome.com/databases/index/html) is a biological database, which contains
genetic functions and other characteristics of a kind of Yeast called S. cere-
visiae. Given a certain organism X, the goal of this task is to retrieve its
relevant documents, i.e., documents containing useful genetic information for
biological research.

Let MX, MS be the sets of documents retrieved from MEDLINE by query-
ing for the target organism X and S. cerevisiae, respectively (without any ma-
chine learning filtering) and YS be the set of documents found by querying for
the YPD terms for S. cerevisiae (YS omitted in Figure 22.2 for the reason of
simplification). The set of positive and negative examples then is collected as
the intersection set and difference set of MS and YS, respectively. Given the
training examples, OX is the output set of documents obtained by applying
näıve Bayes classifier on MX.

22.6.2 Näıve Bayes Classifier

Näıve Bayes classifiers are among the most successful known algorithms for
learning to classify text documents. A näıve Bayes classifier is constructed
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by using the training data to estimate the probability of each category given
the document feature values of a new instance. The probability an instance d
belongs to a class ck is estimates by Bayes theorem as follows:

P (C = ck|d) =
P (d|C = ck)P (C = ck)

P (d)

Since P (d/C = ck) is often impractical to compute without simplifying as-
sumptions, for the näıve Bayes classifier, it is assumed that the features
X1, X2, . . ...Xn are conditionally independent, given the category variable C.
As a result:= P (d|C = ck) =

∐

i

P (di |C = ck )

22.6.3 Experimental results of Information Retrieval task

Two kinds of yeast called Pombe and Candida have been used as the input
organisms. To evaluate the validity of using the machine learning approach,
the recall and precision before learning (corresponding to the collection of
the input organism in Figure 22.2) and after learning (the output collection
in Figure 22.2) have been calculated for both Pombe and Candida. A certain
number of documents (50 in this experiment) in each of dataset are taken
randomly, checked by hand whether they are relevant or not, then the number
of relevant documents in each dataset is estimated. The recall and precision
in each case can be calculated as follows:

Precision =
#documentsmatch classifier and relevant

#documentsmatch classifier

recall =
#documentsmatch classifier and relevant

#documents relevant

22.6.4 Text Mining Task – Mining MEDLINE by Combining Term
Extraction and Association Rule Mining

We have used the MEDLINE dataset collected from YPD database, which
were previously described before as the input for the text-mining task. This
dataset consists of 14572 abstracts in HTML form pertaining to S. cerevisiae.
The text mining task from the collected dataset consists of two main
modules: the Term Extraction module and the Association-Rule Generation
module. The Term Extraction module itself includes the following stages:

– XML translation (the dataset was collected in HTML from): This stage
translates the MEDLINE record from HTML form into an XML-like form,
conducting some preprocessing dealing with punctuation.

– Part-of-speech tagging : Here, the rule-based Brill part-of-speech tagger
was used for tagging the title and the abstract part.
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– Term Generation: Sequences of tagged words are selected as potential
term candidates on the basis of relevant morphosyntactic patterns (such as
“Non Noun,” “Noun Adjective Noun,” “Adjective Noun,” “Noun Prepo-
sition Noun,” etc.). For example, “in vivo.” “Saccharomyces cerevisiae”
are terms extracted from this stage.

– Stemming : Stemming algorithm was used to find variations of the same
word. Stemming transforms variations of the same word into a single one,
reducing vocabulary size

– Term Filtering : In order to decrease the number of “bad terms,” in the
abstract part, only sentences containing verbs listed in the “verbs related
to biological events.”

After necessary terms have been generated from the Term Extraction module,
the Association-Rule Generation module then applies the Apriori algorithm
(Agrawal et al. 1994) using the set of generated terms to produce association
rules (each line of the input file of Apriori-based program consists of every
term extracted from a certain MEDLINE record in the dataset). The goal for
text mining in this section is to find relations between the MeSH terms and the
substances (location) in a MEDLINE record pertaining to S. cerevisiae and
to discover the relations between other terms occurred in the title, abstract
with the journal name, and so on.

22.6.5 Finding the Relations Between MeSH Terms and
Substances

First, we just extracted terms in MeSH terms and Substances fields. We con-
ducted this experiment in order to find the relations between MeSH terms and
Substances. Figure 22.3 shows a list of ten rules among obtained rules. Here,
those terms begin with “m ” stand for MeSH terms and those terms begin
with “s ” stand for Substances. For example, the sixth rule in Figure 22.3 is
translated as follows: The rule that in a MEDLINE record if Saccharomyces
cerevisiae/genetics and Fungal Proteins/metabolism occur in the MeSH field
then Fungal Proteins also occur in the Substances field of this MEDLINE
record has a support of 13.5% (i.e., this rule is matched 1971 times in the
total of 14572) and a confidence of 99.9%.

– Freq Verb-Terms: This variation extracts all terms and also the “frequently-
occurring verbs” that occurred in the corresponding sentence (in the
stemmed form).

– None Freq Verb-Terms: This variation extracts all terms but does not
extract the “frequently occurring verbs.”

22.6.6 Finding the Relations Between Other Terms

Next, we attempt to find the relationship between other terms except those
that occurred in MeSH terms and Substances fields. For example, association
rules concerning the relationship between terms occurred in the title and
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1: s fungal proteins ← m fungal proteins genetics (26.3%/3829, 99.9%)
2: s fungal proteins ← proteins ← m fungal-proteins metabolism (21.1%/3070,

99.9%)
3: m amino acid sequence ← m sequence homology amino acid (13.2%/1922,

94.6%)
4: s plasmids ← s plasmids (10.5%/1689, 90.7%)
5: s plasmids ← m plasmids (10.6%/1540, 99.5%)
6: s fungal proteins ← m saccharomyces cerevisiae genetics

m fungal protein metabolism (13.5%/1971, 99.9%)
7: m-saccharomyces ceevisiae genetics ←amino-acid-sequence

m base sequence (23.0%/3343, 80.6%)
8: m amino acid proteins ← m molecular sequence data

s fungal proteins (22.4%/3266, 75.8%)
9: s fungal proteins ← m molecular sequence data

m fungal protein genetics (16.6%/2417, 100.0%)
10: s fungal proteins ← m molecular sequence data

m-fungal proteins metabolism (11.2%)/1632, 100.0%)

Fig. 22.3. Ten rules obtained by MeSHterms-Substances (minimum support = 0.1,
minimum confidence = 0.75)

abstract part with the journal name may be interesting. We have used two
variations for the reason of comparison as follows:

Figures 22.4 and 22.5 show the list of twenty rules among obtained rules by
these two variations with the minimum confidence set to 0.75, respectively.
For example, the 12th rule in Figure 22.5 implies that “the rule that in a
MEDLINE record if iron sulfur protein occurs this MEDLINE document is
published in J Biology chem. Journal has the support of 0.2% (i.e., this rule
is matched 19 times in the total of 14572), and the confidence of 84.2%.” It
can be seen that the relation between journal name and terms extracted from
the title and the abstract has been discovered from this example.

It can be seen from Figures 22.4 and 22.5 that making use of terms can
produce interesting rules that cannot be obtained using only single-words. The
main difference between Freq Verb-Terms (Figure 22.4) and None Freq Verb-
Terms (Figure 22.5) is that the former is used for discovering the relations
between “frequently-occurring verbs” and terms, while the latter is used for
discovering relations among terms.

22.7 Related Work

There has been a great deal of research aimed at extraction information from
biology texts. Despite the attractiveness of automatically extraction of useful
information from biomedical text sources, previous works seem to be con-
strained from extracting factual assertions. Fukuda et al. attempt to identify
protein names from biological papers. Andrade and Valencia also concentrate
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1: have ← gever protein (0.2%/25, 80.0%)
2: requir ← gwi4 (0.3%/36, 75.0%)
3: requir ← gdc42 (0.2%/30, 76.7%)
4: requir ← gre-rrna process (0.3%/36, 77.8%)
5: requir ← groper (0.2%/31, 80.6%)
6: requir ← granslat activat (0.2%/28, 75.0%)
7: requir ← guclear fusion (0.2%/29, 75.9%)
8: requir ← gntegrity (0.3%/37, 75.7%)
9: suggest ← gapip (0.2%/27, 77.8%)
10: contain ← gondon (0.3%/32, 84.4%)
11: us ← grobe (0.6%/78, 87.2%)
12: us ← geast two-hybrid system (0.2%/27, 85.2%)
13: us ← polymeras chain reaction (0.2%/29, 89.7%)
14: yeast ← grf (0.9%/108, 76.9%)
15: yeast ← gpen read frame (0.4%/46, 91.3%)
16: identify ← gwo-hybrid screen (0.3%/34, 94.1%)
17: indicat ← gdrl (0.2%/26, 76.9%)
18: interact ← gwo-hybrid system (0.6%/76, 82.9%)
19: interact ← gwo-hybrid screen (0.3%/34, 88.2%)
20: interact ← gwo-hybrid assay (0.2%/27, 77.8%)

Fig. 22.4. First twenty rules obtained by Freq Verb-Terms (minimum support =
0.002, minimum confidence = 0.75)

on extraction of keywords, not mining factual assertions. There have been
many approaches to the extraction of factual assertion using NLP techniques
such as syntactic parsing.

Sekimizu et al. attempt to generate automatic database entries contain-
ing relations extracted from MEDLINE abstracts. Their approach is to parse,
determine noun phrase, spot the frequently occurring verbs, and choose the
most likely subject and object from the candidate NPs in the surrounding
text. Rindflesch uses a stochastic part-of-speech tagger to generate an under-
specified syntactic parse and then uses semantic and pragmatic information
to construct its assertions. This system can only extract mentions of well-
characterized genes, drugs cell types, and not the interactions among them.
Thomas et al. use an existing Information Extraction system called SRI’s
Highlight for gathering data on protein interactions. Their work concentrates
on finding realizations directly between proteins. Blaschke et al. attempt to
generate functional relationship maps from abstracts; however, it requires a
predefined list of all named entities and cannot handle syntactically complex
sentences.

22.7.1 Future Work: For the Information Retrieval Task

Although using an existing database of S. cerevisiae is able to obtain a high
precision for other yeasts and organisms, the recall value is still low, especially



22.7 Related Work 587

1: protein ← oligomer (0.2%/19, 78.9%)
2: protein ← co-immunoprecipitated (0.1%/14, 78.6%)
3: gene ← differently expression (0.1%/13, 76.9%
4: yeast ← orf (0.9%/108, 76.9%)
5: yeast ← open read frame (0.4%/46, 91.3%)
6: yeast ← kb segment (0.2%/20, 100.0%)
7: yeast ← orf (0.1%/13, 84.6%)
8: yeast ← alyeast (0.1%/18, 94.4%)
9: yeast ← other orf (0.1%/15, 100.0%)
10: sequ ← other orf (0.1%/15, 86.7%)
11: essenty ← yeast cell-viabl (0.1%13, 76.9%)
12: j biol chem. ← iron sulfur protein (0.2%19, 84.2%)
13: j boil chem. ← mitochondry membran system (0.1%/16, 75.0%)
14: open read frame ← codon (0.3%/32, 81.2%)
15. open read-frame ← kb segment (0.2%/20, 85.0%)
16: evidenc ← server line (0.1%/13, 76.9%)
17: alpha ← a specific gene (0.2%/20, 75.0%)
18: nucleu ← nuclear local sequ (0.1%/13, 76.9%)
19: er ← secl2p (0.1%/14, 78.6%)
20: assembly ← mitochondry membran system (0/1%/16, 100.0%)

Fig. 22.5. First twenty rules obtained by None Freq Verb Terms (minimum
support = 0.001, minimum confidence = 0.75)

for the yeasts that are remarkably from S. cerevisiae. Since yeasts such as
Candida might have many unique attributes, we may improve the recall by
feeding the documents checked by hand back to the classifier and conduct
the learning process again. The negative training set has still contained many
positive examples; so we need to reduce the noise by making use of the learning
results.

22.7.2 For the Text Mining Task

By combining term extraction and association rule mining, we are able to
obtain interesting rules such as the relations among journal names and terms,
terms and terms. Particularly, the relations among MeSH terms and “Sub-
stances” may be useful for error detection in annotation of MeSH terms in
MEDLINE records. However, the current algorithm treats extracted terms
such as “cdc37 caryogamy defect,” “cdc37 in mitosy,” “cdc37 mutat” to be
mutually independent. It may be necessary to construct semiautomatically
term taxonomy, for instance users are able to choose only interesting rules or
terms then feedback to the system.

22.7.3 Mutual Benefits between Two Tasks

Gaining mutual benefits between two tasks is also an important issue for
future work. First, by applying text mining results, it should be noted that
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we can decrease the number of documents being “leaked” in the Information
Retrieval task. As a result, it is possible to improve the recall. Conversely, since
the current text mining algorithm creates many unnecessary rules (from the
viewpoint of biological research), it is also possible to apply the information
retrieval task first for filtering relevant documents, then apply to the text
mining task to decrease the number of unnecessary rules obtained, and to
improve the quality of the text mining task.

22.8 Summary

The World Wide Web is continuously growing and “collecting” all kinds of
resources, text, multimedia applications, etc. Despite the anarchy in which it
is growing, the Web is one of the biggest repositories ever built. Analyzing the
Web access logs of different Web sites can help understand the user behavior
and the Web structure, thereby improving the design of this colossal collection
of resources. Therefore, it is important to build tools to analyze the Web access
patterns.

Currently available Web log analysis tools report interesting statistics, but
are limited by the huge sizes of the log files continuously expanding, the type
of data collected in the Web logs, and the techniques used to analyze this
data. Consequently, it is imperative to design a good Web log analysis tool
that would overcome the current limitations of the Web log and recommend
directives for new Web log standards that would help better analyze the Web
access trends and discover useful knowledge from the access records.

We have outlined the design of the system WebLogMiner, which benefits
from OLAP and data mining techniques, and multidimensional data cube, to
interactively extract implicit knowledge from very large Web log files. Con-
crete examples using these techniques were given for time-series pattern analy-
sis. The major strengths of this design are its scalability, interactively, and
the variety and flexibility of the analyses possible to perform. Despite these
strengths, the discovery potential of such a design is still limited due to the
current impoverished Web log files.

This section has introduced two tasks concerning information extraction
from biological literature databases such as MEDLINE. The first one is an
information retrieval, which attempts to retrieve useful documents for biology
research with high precision, and the second one is a text mining task which
attempts to apply association rule mining and term extractors for mining
MEDLINE. It can be seen that making use of the obtained results is useful
for consistency checking and error detection in annotation of MeSH terms in
MEDLINE records. In future work, combining these two tasks together may
be essential to gain mutual benefits for both two tasks. This chapter has also
revealed the concepts of text data mining and Web mining.
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22.9 Review Questions

1. Give an overview and the taxonomy of Web mining.
2. What are the characteristics of Web mining systems?
3. Explain in detail Web mining environment.
4. Explain relational fuzzy C- Maximal density estimator.
5. Explain Web access pattern tree and Web log miner.
6. Briefly discuss the design methodology of a Web log miner.
7. How is database constructed from server log files?
8. Write a short note on multidimensional Web log data cube.
9. With a case study explain the Web usage mining on proxy servers.

10. What are the various data mining techniques used in Web data mining?
11. Explain in detail näıve Bayes classifier and the information retrieval task.
12. Explain text mining task – Mining MEDLINE.
13. What are the rules obtained by MeSH terms – substances?
14. State the rules obtained by None-Freq Verb-Terms.
15. What are the potential text mining applications and state some of the

text mining tools?
16. Compare text mining and information retrieval.
17. Write a note on computational linguistics.
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Data Mining in Information Analysis and
Delivery

Objectives:

• Information analysis is an umbrella term that applies to a multitude of
techniques for extracting from massive quantities of information various
types of important, interesting, or unexpected phenomena.

• The data mining component prepares data for analysis by the automated
deduction component. The automated deduction system may discover
equivalences that can be used by the data mining component to simplify
its search.

• Automated alerts are analytical agents that are designed to automatically
find managerially interesting and important information in a database.
Alerts can be a powerful analytical tool to keep managers informed as to
critical problems and important business opportunities.

• The implications of “alerts run rampant” lead to the ability of the alerts
system to provide actionable knowledge to the organization.

• The concept of intelligent information delivery (IID) systems is that it
forms a metalayer on top of an alert, or other type of data mining system.
The IID monitors the alerts produced and decides which information is
most critical to bring to users’ attention.

• Information Discovery, Inc. is the leading provider of large-scale data min-
ing oriented decision support software and solutions, introducing pattern
management with its breakthrough Pattern WarehouseTM technology.

• The Data Mining Techniques have been used to discover patterns;
the machine-man approaches provide interactive access to the
patterns.

• The modern data mining techniques rely on pattern distillation, rather
than data retention. Pattern distillation can be classified into logical, equa-
tional, and cross-tabulation methods.

S. Sumathi and S.N. Sivanandam: Data Mining in Information Analysis and Delivery, Studies

in Computational Intelligence (SCI) 29, 591–613 (2006)

www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Abstract. The Information analysis and delivery, and a characterization of data
mining technologies and processes by Information discovery Inc., case study are the
subject of this chapter.

Information analysis is an umbrella term that applies to a multitude of tech-
niques for extracting important, interesting, or unexpected phenomena from massive
quantities of information various types.

In this chapter, we examine the implications of “alerts run rampant” on the
ability of the alerts system to provide actionable knowledge to the organization. We
then provide a simple example of an intelligent information delivery (IID) mecha-
nism, that functions as a metalayer to the alerts system. The IID layer evaluates
the importance and criticality of alert-created information across all alerts in the
system. It then decides on the disposition of specific pieces of information. Finally,
we describe how the IID layer can be used as a mechanism to derive knowledge out
of analyzed information from data mining systems, in general. This chapter gives
information regarding the data mining in information analysis and delivery.

23.1 Information Analysis: Overview

The analysis of information is an area of computer science rapidly growing in
importance. Because the information of interest is of a wide variety of nature
– and because the type of phenomena, which we seek, varies and often is ill
defined, many diverse technologies must be developed and applied in novel
ways.

It is often convenient to view information analysis as involving three
main steps: data acquisition, information extraction and representation, and
analysis.

23.1.1 Data Acquisition

Data of a variety of natures is acquired from a possibly large number of diverse
sources. Examples of data and their sources include:

Structured Data

Computer audit trails, financial data, attributes of a complex system, and,
generally, data from existing database systems may be subjected to a variety
of analyses in an attempt to detect behaviors such as intrusion, fraud, or
system malfunction.
Numerical and scientific data from an important subclass of structured data,
a subclass whose analysis warrants special consideration. For example, au-
tonomous sensors play an important role in safeguard and nonproliferation
applications. While the data produced may be structured (i.e., in a pre-
specified format with well-defined features), the challenges differ from the
above-mentioned sources in several ways. For example, these data may in-
clude real-valued vectors of variable length and data that is of a temporal
nature (where change of state often is the critical component of the analysis).
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It also often is the case that a large amount of complex metadata (e.g., sci-
entific formulas and other types of rules) is required to capture the semantics
of this type of data.

Images

Satellite and other types of image data are important for such applications
as nonproliferation, climatology, and environmental studies. Such digitized
images introduce a variety of new information attributes, such as three-
dimensional special and four-dimensional time-space relationships.

Free Text Data

\ Documents, reports, technical articles, and articles from the popular press
contain a wealth of information to mine. These sources present a particularly
formidable challenge. Though not as difficult as natural language understand-
ing, useful analyses well require context to establish semantics, similarities of
topics, patterns of usage, and relevance to target queries.

23.1.2 Extraction and Representation

A crucial aspect of the analysis system is the representation, storage, and
retrieval of the information under study. Rather than develop distinct analysis
techniques for each type of data we might encounter, the best approach, we
argue, is to represent and exploit the salient features of data within a common
data model and to develop a uniform analysis methodology that operates
upon this common model. Once a suitable representation is chosen, extraction
tools are defined for each type of data source to map data from the form
gathered into the common representation and to store the resulting data in
the underlying database.

The data model devised must be sufficiently rich and flexible to support
that variety of data we expect, and it also must be capable of supporting
efficiently sophisticated analyses against massively large data sets, including
retrieval operations required for data mining. To address these issues, we
are interested in customizing and adapting one or more data models well
studied in computer science so as to be suitable for the problem. Adaptations
may include support for statistical analyses, expert rule bases, and axiom
systems; complex hierarchical relationship such as/or relationships; and the
identification of data equivalence classes.

23.1.3 Information Analysis

Information analysis requires a suite of sophisticated tools, including:
Data mining tools for discovering and prioritizing potentially interesting

information: The research in data mining both explores foundational issues
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and seeks to apply the results by incorporating the data exploration method-
ology and algorithmic advances into an experimental software system.

The data mining foundation we have built is based on “information pri-
oritization,” a problem model where we are presented with a large number of
data points, which must be prioritized. The prioritization produced allows one
to pursue items from the highest to lowest ranked until time, money, or inter-
est is exhausted. Another defining characteristic of our work is that we have
developed methods, which perform analyses even in the most information-
deprived environments (for example, environments lacking labeled training
sets, expert rules, and feedback).

The challenges presented by future research include the mining of tempo-
ral, special, and textual patterns; the construction of abstract statistical mod-
els of undesirable behavior in new domains of interest; and the integration of
our statistical data mining techniques with automated reasoning techniques.
This last project is considered below.

Automated deduction tools for reasoning about data: An automated deduction
tool allows us to make references and draw logical conclusions about retrieved
data based on general data based on general rules and relationships. The
work in automated deduction focuses on the development of inference rules
and strategies needed to reason effectively about problems from mathematics
and logic and for application areas such as the analysis of information. In
order to develop an effective reasoning component for an information analysis
system, we are working on problems such as the following:

Data to be interpreted will be at various levels of abstraction, ranging
from raw sensor data to high-level terms that are the output of other data
mining and analysis steps. We are working to enhance the inference and search
capabilities of the automated deduction system in order to be able to reason
effectively at multiple levels of abstraction.

One aspect of the analysis of information is to search for sets of observ-
ables that are considered to be evidence for activities or conditions of interest.
It often will be the case that several sets of observables will be considered to
be “equivalent” evidence for some activity or condition. We are developing
strategies to account for equivalence classes in the search for evidence. Specif-
ically, we are attempting to use the automated deduction system to search for
evidence using functional rather than strictly syntactic matching criteria.

Integration of data mining and automated reasoning: Data mining and auto-
mated reasoning techniques traditionally are applied to quite different types
of information analysis problems. We believe each technology can benefit from
the other, and together can form the core of powerful information analysis ar-
chitecture. The directions this integration may take include, for example, the
following.

The statistically based data mining system operates as a last line of de-
fense, inspecting data, which the automated deduction system does not flag
as violating constraints specified in its rule base.
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The data mining component prepares data for analysis by the automated
deduction component. For example, the data mining component can provide
data at a level of abstraction well suited for analysis by the automated de-
duction component and can prioritize this information to help guide the auto-
mated deduction system’s search. Further, clustering of data values suggested
by the data mining component can affect the application of inference rules
(e.g., whether or not a rule fires).

23.2 Intelligent Information Delivery – Case Study

Recently, users of advanced information systems have begun to realize the
value of incorporating automated alerts into their systems. Automated alerts
are analytical agents that are designed to automatically find managerially
interesting and important information in a database. The agents operate with-
out user intervention, but report important information back to users when-
ever critical events are found in the database. This case study is taken from
Analytic Solutions for Ceres Integrated Solutions, NY.

Alerts can be a powerful analytical tool to keep managers informed as to
critical problems and important business opportunities. All it takes, it seems,
is having the correct underlying sources of data for the alerts to operate on
and then creating the appropriate set of alerts. The problem with automated
alerts is that the volume of information automatically returned to the user can
quickly become overwhelming. Analysis is easy. Knowledge is hard. A vital
component in the development of knowledge is the recognition that an event
is something that is important for the recipient to know about; in fact, that
it is more important to know about than other significant events.

23.2.1 Alerts Run Rampant

Data mining systems, in general, are geared toward the analysis of vast
amounts of data and are designed to produce large quantities of analyzed
information that, essentially, have to be sifted through and analyzed before
they become useful as business decision making aids. This fact can become a
critical issue when applied to automated alert systems. These systems are
designed to perform data mining automatically and continuously. An example
from the consumer packaged goods (CPG) industry will show the magni-
tude of the problem.

The CPG industry has, for many years, had the availability of rich sources
of data. For most grocery products, vendors such as A.C. Nielsen and IRI sell
sales scanner data that tracks all competitive products in a category, by UPC
(the individual product, the lowest level information that manufacturers track
for sales purposes), in each of fifty or more markets. A typical category can
have 1,200 or more UPCs in each market. Most packaged goods manufacturers
receive updates weekly. This means that a single alert measure can track
60,000 possible events each week.
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There are, however, many more than a single important alert measure
that packaged goods manufacturers need to track. Some key alert measures
for the packaged goods industry include short-term market share changes for
all UPCs in the market, trends in market share changes, introductions of
new competitive items, competitor price changes, and changes in competi-
tive promotional activity. Competitive activity is inferred by observing such
things as retailer promotion pricing actions, increased levels of distribution
for a competitor’s UPCs, and retailer promotions, such as increases in point
of purchase displays, major ads, and coupon activity. Since packaged goods
marketers typically micromarket, each UPC has to be tracked, by market, for
each alert measure.

There can be easily hundreds of thousands (or many more) events be-
ing tracked automatically. Because the CPG marketing environment is highly
competitive and dynamic, there can easily be thousands of events that set off
trigger conditions to alert a user. The situation gets even more overwhelming
when we consider the fact that advanced marketing analysis systems in the
CPG industry sometimes also embed sophisticated data mining technology
that automatically analyzes causal factors associated with some alert condi-
tions. The ensuing report, then, includes not only alert information, but also
details of an analysis. The information overload that results can set up a con-
dition where the user has to either spend all his or her time on reviewing the
results of alerts, or ends up just ignoring the output of the alerts system.

23.2.2 What an Intelligent Information Delivery System is

An intelligent information delivery system is essentially a knowledge-based
system that:

1. Monitors and intercepts all outputs from the alert system,
2. Performs some analyses on the set of alerts that evaluates alert output

based on the totality of what is known, and
3. Applies business rules to the output of the process to determine which

outputs from the alert system are critically important for a user to know
about.

The IID system functions as a meta-analysis layer for the alerts system. It
evaluates alert-created information across all alerts in the system. Based on
results of analysis and the rules contained in the system, it decides on the
relative importance of the various alerts. The IID system also decides whom,
that is, which users should receive specific pieces of information. The IID
knowledge base contains rules related to managerial objectives that guide
the selection of output for individual users. Development of this knowledge
base is based on conducting knowledge engineering sessions with key business
users to determine specific business rules to incorporate in the system. Actual
application to individual users is based on creating user settings stored in a
database table and accessed by the meta-analysis layer.
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23.2.3 Simple Example of an Intelligent Information Delivery
Mechanism

As an illustration, we provide a simple example of an IID system. The system
has all three components:

1) An alert monitor
2) Meta-analysis capabilities, and
3) A business rule knowledge base.

The IID system is designed to support a consumer packaged goods alert sys-
tem.

Alert Monitor

The alert system in the example polls the database and performs its analyses
weekly to coincide with database updates based on marketplace scanner data
purchased from IRI or A.C. Nielsen. The focus of the system is on information
contained in this data. The IID Alert Monitor intercepts all alerts that are
in its domain of knowledge. No alerts are passed onto users at this time. The
Monitor holds the alert information until all the alerts have finished processing
the updated information in the database.

Meta-Analysis Layer

The Meta-Analysis Layer synthesizes results of the alert process and performs
further analysis. For example, it will do cross-market analysis of alerts to
discover whether or not an alert condition is specific to a single market, or
whether it reflects a more general condition. It will also check if the alert is a
one-time occurrence or whether there has been a pattern of these conditions
over time.

The Meta-Analysis Layer also makes an assessment of the overall volatility
in the marketplace. Highly volatile markets can be expected to have many
fluctuations in market share, retailer promotional activity, and competitor
product introductions. Some alerts that might be considered significant in a
nonvolatile market, after this assessment, may no longer be important enough
to report.

Business Rules Knowledge Base

The Business Rules Knowledge Base contains rules developed by conducting
in-depth interviews with key business managers in the organization responsi-
ble for taking action based on the results of the alert system. The business
rules are mapped against the meta-analyzed alerts to determine which alerts
are really important to know about, and who receives which alerts.
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Consumer packaged goods marketers often focus on Brand Development
Index (BDI) and Category Development Index (CDI) measures when running
their business. BDI ranks markets as to the strength of the brand in that
market. Markets where the brand has a high market share, high BDI markets,
are ranked ahead of markets where the brand has a low market share. CDI
ranks markets as to the strength of the overall category in the market. Markets
where category sales are high (high CDI markets) are ranked ahead of markets
where category sales are low.

Brand strategies often incorporate the relative importance of these mea-
sures and how to use them. For example, a brand strategy that focuses on
increasing market share may often focus on high opportunity markets – those
with high CDI, but low BDI. A brand strategy that focuses on maintaining
current brand strength may focus on high BDI markets. An important ele-
ment, then, of the business rules knowledge base may be the incorporation of
rules related to BDI and CDI.

An emphasis on BDI and CDI could lead to the following rules:

Rule 1:
IF Brand Strategy is to focus on High Opportunity Markets
THEN Alerts should be ranked by the CDI of the market they relate to
Rule 2:
IF Brand Strategy is to focus on High Brand Strength Markets
THEN Alerts should be ranked by the BDI of the market they relate to

There will be other rules relating to other strategies that incorporate ad-
ditional factors. Other rules in the knowledge base may relate to results of
cross-market analysis, prioritization of negative information about the mar-
keters brand, prioritization of positive information about competitors’ brands,
priority given to trends versus one-time events, and thresholds related to when
to consider competitive activity important.

Rule 3:
IF Cross-market analysis shows an over all strong pattern THEN this is an

important alert
Rule 4:
IF UPC is for our Brand
AND there is a downward trend in market share THEN this is an important

alert
Rule 5:
IF UPC is for Key Competitors’ Brand AND there has been a Highly

Significant increase in market share THEN this is an important alert
Rule 6:
IF Market share change for a UPC is > twice the average Market Share

change THEN This is a Highly Significant increase in market share
Rule 7:
IF UPC is for Key Competitors’ Brand AND there has been at least a three-

month trend in price decreases THEN this is an important alert
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The above is just a small sample of the business rules knowledge base that
would be developed for even a simple intelligent Information delivery system.
However, even a simple IID system can reduce the volume of output of alerts
from hundreds of pages containing thousands of analyses to just the few most
important findings.

23.3 A Characterization of Data Mining Technologies
and Processes – Case Study

While myriad of approaches to data mining has been proposed, just a few
fundamental techniques form the basis of most systems. Here we provide
a characterization of these fundamental technologies and outline a frame-
work for viewing data mining processes in terms of three families of tech-
niques. Information Discovery, Inc. is the leading provider of large-scale data
mining-oriented decision support software and solutions, introducing pattern
management with its breakthrough Pattern WarehouseTM technology and of-
fering two comprehensive product suites. The Data Mining SuiteTM products
directly access very large multitable SQL repositories to find powerful mul-
tiform patterns. The Knowledge Access SuiteTM incrementally stores these
premined patterns in a Pattern WarehouseTM for access by business users.
The company also offers a wide range of discovery and data mining solutions,
strategic consulting, and warehouse architecture design, as well as customized
solutions for banking, financial services, retail, customer packaged goods, man-
ufacturing, and web log analysis. This case study is taken from Information
Discovery, Inc., Marketing Communications, CA.

The past year has seen a dramatic surge in the level of interest in data
mining, with business users wanting to take advantage of the technology for
a competitive edge. The IT departments in most Fortune 500 companies are
suddenly tasked to respond to deployment questions relating to data mining.
The growing interest in data mining has also resulted in the introduction of a
myriad of commercial products, each described with a set of terms that sound
similar, but in fact refer to very different functionality and based on distinct
technical approaches.

The IT managers charged with the task of selecting a decision support
system often face a challenge in responding to the needs of the business users
because the underlying concept of data mining are far more complex than
traditional query and reporting, and to add to the pressure the needs of the
business users are usually urgent, requiring decisions that need to be made
quickly.

However, while various approaches to data mining seem to offer distinct
features and benefits, in fact just a few fundamental techniques form the
basis of most data mining systems. Here we provide a characterization of
these fundamental technologies, outline a framework for viewing data mining
processes, and provide suggestions for the suitability of each technology for
various business applications.
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We define data mining as “a decision support process in which we search for
patterns of information in data.” This search may be done just by the user (i.e.,
by performing queries; in which case it is quite hard) or may be assisted by a
smart program that automatically searches the database for the user and finds
significant patterns. Once found, the information needs to be presented in a
suitable form, with graphs, reports etc. The approaches we discuss here charac-
terize the data mining paradigms from the point of view of discovery and pre-
diction, not from the view point of machine–man pattern access. As in Parsaye,
1997, after the techniques discussed here have been used to discover patterns,
the machine–man approaches provide interactive access to the patterns.

23.3.1 Data Mining Processes

Traditionally, there have been two types of statistical analyses: confirmatory
analysis and exploratory analysis. In confirmatory analysis, one has a hypothe-
sis and either confirms or refutes it. However, the bottleneck for confirmatory
analysis is the shortage of hypotheses on the part of the analyst. In “ex-
ploratory analysis,” one finds suitable hypothesis to confirm or refute. Here
the system takes the initiative in data analysis, not the user.

The concept of “initiative” also applies to multidimensional spaces. In
a simple OLAP access system, the user may have to think of a hypothesis
and generate a graph. But in OLAP data mining, the system thinks of the
questions by itself. We use the term data mining to refer to the automated
process of data analysis in which the system takes the initiative to generate
patterns by itself. From a process-oriented view, there are three classes of data
mining activity: discovery, predictive modeling, and forensic analysis.

• Discovery is the process of looking in a database to find hidden patterns
without a predetermined idea or hypothesis about what the patterns may
be. In other words, the program takes the initiative in finding what the
interesting patterns are, without the user thinking of the relevant questions
first. In large databases, there are so many patterns that the user can
never practically think of the right questions to ask. The key issue here is
the richness of the patterns that can be expressed and discovered and the
quality of the information delivered – determining the power and usefulness
of the discovery technique.

As a simple example of discovery with system initiative, suppose we have
a demographic database of the US. The user may take the initiative to ask
a question from the database, such as “what is the average age of bakers?”
The system may then print 47 as the average age. The user may then ask
the system to take the initiative and find something interesting about “age”
by itself. The system will then act as a human analyst would. It will look
at some data characteristics, distributions, etc. and try to find some data
densities that might be away from ordinary. In this case the system may print
the rule: “IF Profession = Athlete THEN Age <30, with a 71% confidence.”
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This rule means that if we pick 100 athletes from the database, 71 of them are
likely to be under 30. The system may also print: “IF Profession = Athlete
THEN Age, <60, with a 97% confidence.” This rule means that if we pick 100
athletes from the database, 97 of them are likely to be under 60. This delivers
information to the user by distilling pattern from data.

• In predictive modeling patterns discovered from the database are used to
predict the future. Predictive modeling thus allows the user to submit
records with some unknown field values, and the system will guess the
unknown values based on previous patterns discovered from the database.
While discovery finds patterns in data, predictive modeling applies the
patterns to guess values for new data items.

To use the example above, once we know that athletes are usually under 30, we
can guess someone’s age if we know that they are an athlete. For instance, if we
are shown a record for John Smith whose profession is athlete by applying the
rules we found above, we can be over 70% sure that he is under 30 years old,
and we can be almost certain that he is under 60. Note that discovery helps us
find “general knowledge,” but prediction just guesses that value for the age of
a specific individual. Also note that in this case the prediction is “transparent”
(i.e., we know why we guess the age as under 30). In some systems the age
is guessed, but the reason for the guess is not provided, making the system
“opaque.”

• Forensic analysis is the process of applying the extracted patterns to find
anomalous or unusual data elements. To discover the unusual, we first find
what is the norm, then we detect those items that deviate from the usual
within a given threshold. Again, to use the example above, once we notice
that 97% of athletes are fewer than 60, we can wonder about the 3% who
are over 60 and still listed as athletes. These are unusual, but we still do
not know why. They may be unusually healthy or play sports where age
is less important (e.g., golf) or the database may contain errors, etc. Note
that discovery helps us find “usual knowledge,” but forensic analysis looks
for unusual and specific cases.

Each of these processes can be further classified. There are several types of
pattern discovery such as If/Then rules, associations, etc. While the rules dis-
cussed above have an IF-THEN nature, association rules refer to item group-
ings (e.g., when someone buys one product at a store, they may buy another
product at the same time – a process usually called market basket analysis).
The power of a discovery system is measured by the types and generality of
the patterns it can find and express in a suitable language.

23.3.2 Data Mining Users and Activities

It is necessary to distinguish the data mining processes discussed above from
the data mining activities in which the processes may be performed, and
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the users who perform them. First, the users. Data mining activities are
usually performed by three different classes of users: executives, end users,
and analysts.

• Executives need top-level insights and spend far less time with comput-
ers than the other groups – their attention span is usually less than 30
minutes. They may want information beyond what is available in their
executive information system (EIS). End users and analysts usually assist
executives.

• End users know how to use a spreadsheet, but they do not program –
they can spend several hours a day with computers. Examples of end
users are sales people, market researchers, scientists, engineers, physi-
cians, etc. At times, managers assume the role of both executive and end
user.

• Analysts know how to interpret data and do occasional computing but
are not programmers. They may be financial analysts, statisticians, con-
sultants, or database designers. Analysts usually know some statistics
and SQL.

These users usually perform three types of data mining activity within a
corporate environment: episodic, strategic, and continuous data mining.

• In episodic mining we look at data from one specific episode such as a
specific direct marketing campaign. We may try to understand this data
set, or use it for prediction on new marketing campaigns. Episodic mining
is usually performed by analysts.

• In strategic mining we look at larger sets of corporate data with the in-
tention of gaining an overall understanding of specific measures such as
profitability. Hence, a strategic mining exercise may look to answer ques-
tions such as: “where do our profits come from?” or “how do our customer
segments and product usage patterns relate to each other?”

• In continuous mining we try to understand how the world has changed
within a given time period and try to gain an understanding of the factors
that influence change. For instance, we may ask: “how have sales patterns
changed this month?” or “what were the changing sources of customer
attrition last quarter?”

Obviously continuous mining is an on-going activity and usually takes
place once strategic mining has been performed to provide a first understand-
ing of the issues. Continuous and strategic mining are often directed toward
executives and managers, although analysts may help them here. As we see
later, different technologies are best suited to each of these types of data
mining activity.

23.3.3 The Technology Tree

The top-level dichotomization of the data mining technologies can be based
on the retention of data; that is, do we still keep or need the data after we



23.3 A Characterization of Data Mining Technologies and Processes 603

have mined it? In most cases, not. However, in some early approaches much of
the data set was still maintained for future pattern matching. Obviously, these
retention-based techniques only apply to the tasks of predictive modeling and
forensic analysis, and not knowledge discovery since they do not distill any
patterns.

As one would expect, approaches based on data retention quickly run into
problems because of large data sets. However, in some cases predictive results
can be obtained with these techniques and for the sake of completeness. The
approaches based on pattern distillation fall into three categories: logical,
cross-tabulatioal, and equational.

Not all approaches based on pattern distillation provide knowledge, since
the patterns may be distilled into an “opaque” language or formalism not eas-
ily readable by humans such as very complex equations. Hence, some of these
approaches produce “transparent” and understandable patterns of knowledge,
others just produce patterns used for opaque prediction.

Data Retention

While in pattern distillation we analyze data, extract patterns and then leave
the data behind, in the retention approaches the data is kept for pattern
matching. When new data items are presented, they are matched against the
previous data set.

A well-known example of an approach based on data retention is the “near-
est neighbor” method. Here, a data set is kept (usually in memory) for com-
parison with new data items. When a new record is presented for prediction,
the “distance” between it and similar records in the data set is found, and the
most similar (or nearest neighbors) are identified.

For instance, given a prospective customer for banking services, the at-
tributes of the prospect are compared with all existing bank customers (e.g.,
the age and income of the prospect are compared with the age and income
of existing customers). Then a set of closest “neighbors” for the prospect are
selected (based on closest income, age, etc.).

The term K-nearest neighbor is used to mean that we select the top K (e.g.
top 10) neighbors for the prospect. Next, a closer comparison is performed to
select which new product is most suited to the prospect, based on the products
used by the Top K (e.g., top 10) neighbors. Of course, it is quite expensive to
keep all the data, and hence sometimes just a set of “typical cases” is retained.
We may select a set of 100 “typical customers” as the basis for comparison.
This is often called case-based reasoning.

Obviously, the key problem here is that of selecting the “typical” customers
as cases. If we do not really understand the customers, how can we expect to
select the typical cases, and if the customer base changes, how do we change
the typical customers?

Another usually fatal problem for these approaches has to do with data-
bases with a large number of non-numeric values (e.g., many supermarket
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products or car parts). Since distances between these non-numeric values are
not easily computed, some measures of approximation need to be used – and
this is often hard to come by. And if there are many non-numeric values, there
will be too many cases to manage.

Pattern Distillation

These technologies extract patterns from a data set then use the patterns
for various purposes. Naturally, the first two questions to ask here are: What
types of patterns can be extracted and how are they represented?

Obviously, patterns need to be expressed within formalism and a language.
This choice given rise to three distinct approaches: logic, equations, or cross-
tabulations. Each of these approaches traces its historical roots to a distinct
mathematical origin.

For instance, let us consider the distinction between equations and logic.
In an equational system operators such as “plus” and “times” may be used
to relate variables together, e.g., (a ∗X)+b) while in a logical system the key
operators are conditional (e.g., IF 6 < X < 7 THEN 1 < y < 2).

Logic can deal with both numeric and non-numeric data. Equations require
all data to be numeric, while cross-tabulations are the reverse and only work on
non-numeric data; a key source of problems. But more importantly, equations
compute distances form surfaces (such as lines) while cross-tabs focus on co-
occurrences.

Neural networks are opaque equational techniques since internally they
compute surfaces within a numeric space. As data is repeatedly fed into the
network, the parameters are changed so that the surface becomes closer to
the data point.

When discussing data mining, it is necessary to distinguish between “di-
rected analysis” and free form “roams” through the database. In directed
analysis, also called supervised learning, there is a “teacher” who teaches the
system, by saying when prediction was correct or incorrect. Here the data has
a specific column that is used as the goal for discovery or prediction.

In unsupervised learning, the system has number teacher, but simply tries
to find interesting clusters of patterns within the data set. Most of the business
applications of data mining involve directed data mining, while unsupervised
discovery can sometimes be used for data segmentation or clustering (e.g.,
finding classes of customers that group together).

Logical Approaches

Logic forms the basis of most written languages and is essential for “left-
brain” thinking. Patterns expressed in logical languages are distinguished by
two main features: on one hand they are readable and understandable, on the
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other hand they are excellent for representing crisp boxes and groupings of
data elements.

The central operator in a logical language is usually a variation on the
well known If/Then statements (e.g., “If it is raining, then it is cloudy”).
However, let us note that while the most common form of logic is conditional
logic, often we may need to use other logical forms such as association logic
with When/Also rules, (e.g., When paint is purchased, also a paint brush is
purchased. While the propositional and predicate logic (i.e., conditional logics)
are best known, other forms of logic (e.g., variational and trend logics) are
also useful in business data analysis.

Conditional logic systems can be separated into two distinct groups: rules
and decision trees. Conditional rules may be implemented by induction or
genetic algorithms and there are several approaches for generating decision
trees (e.g., CART, CHAID, C4.5)

Rules

Logical relationships are usually represented as rules. The simplest types of
rules express conditional or association relationships. A conditional rule is a
statement of the form:

If Condition1
Then Condition2

For instance, in a demographic database we may have a rule: If Profession
= Athlete Then Age <30. Here we compare the values within fields of a given
table (i.e., we have an “attribute-value” representation). Here Profession is
the attribute and Athlete the value. Another example of an attribute-value
expression is “State = Arizona”, where State is the attribute and Arizona the
value.

Conditional rules usually work on tables with attributes (i.e. fields) and
values, such as below.

Name Profession Age John Smith Athlete 27 . . . . . . . . .

Rules may easily go beyond attribute-value representations.
They may have statements such as “Shipping State = Receiv-
ing State”. Here, in attribute logic, we compare the values of two
fields, without explicitly naming any values. This relationship can-
not be stated by decision trees or cross-tabs.

Affinity logic is distinct from conditional logic both in terms of the lan-
guage of expression and the data structures it uses. Affinity analysis (or asso-
ciation analysis) is the search for patterns and conditions that describe how
various items “group together” or “happen together” within a series of events
or transactions. An affinity rule has the form:

When Item1 Also Item2
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An example of this is, When Paint, Also Paint Brush. A simple affinity
analysis uses a transaction table such as:

Transaction # Item
123 Paint
123 Paint Brush
123 Nails
124 Paint
124 Paint Brush
124 Wood
125 –

to identify items that group together within transactions. Here, the transac-
tion# field is used to group items together, while the item# field includes the
entities being grouped. In this example, the affinity for transactions 123 and
124 is the pair (Paint, Paint Brush). Please note that this is a distinct data
structure from the conditional logic rule above.

As pointed out in “Data Mining with OLAP Affinities,” “flat affinities”
need to be extended to dimensional or OLAP affinities for better results. A
dimensional affinity has the form:

Confidence = 95%
IF
Day = Saturday
WHEN
Item = Paint Brush
ALSO
Item = Paint

Here logical conditions and associations are combined. This form of hybrid
structure delivers the real power of transparent logic. Rules have the advan-
tage of being able to deal with numeric and non-numeric data in a uniform
manner. When dealing with numeric data, some approaches have to break
numeric fields into “code” or specific values. This may effectively remove all
numeric consideration form the codes, thus resulting in the loss of patterns.
For instance, the field Age may need to be broken into 3 ranges (1–30), (31–
60), (61–100), corresponding to young, middle-aged, and old. Of course, the
data may hold patterns that overlap any of these ranges (e.g., the range 27–
34) may be very significant for some patterns and any approach based on code
assignment will miss these.

Rules can also work well on multidimensional and OLAP data because
they can deal with ranges of numeric data and their logical formats allows
their patterns to be merged along multiple dimensions.

Rules do at times look like decision trees, but despite the surface level sim-
ilarity they are a distinct and different technique. This is easy to see when we
consider the fact that decision trees do not express associations, or attribute-
based patterns such as “Shipping State = Receiving State” where the values
of two fields are compared, without explicitly naming any values.
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The main weakness of rules stems from their inability to deal with smooth
surfaces that typically occur in nature (e.g., finger-print identification, facial
recognition). These “naturally smooth” surfaces are often best approximated
by equational approaches such as neural nets.

Below we review two approaches to rule generation, namely induction and
genetic algorithms. However, these are not the only approaches to data mining
with rules. Some approaches try to precompute every possible rule that a data
set could include. In these cases, only a few columns of data may be used
because the logical space is so large. Hence we do not review these since they
are not practical for large-scale applications.

Rule Induction

Rule induction is the process of looking at a data set and generating pat-
terns. By automatically exploring the data set, the induction system forms
hypotheses that lead to patterns.

The process is in essence similar to what a human analyst would do in
exploratory analysis. For example, given a database of demographic informa-
tion, the induction system may first look at how ages are distributed, and it
may notice an interesting variation for those people whose profession is listed
as professional athlete. This hypothesis is then found to be relevant and the
system will print a rule such as.

IF Profession = Athlete
THEN Age <30.

This rule may have “a confidence” of 70% attached to it. However, this pattern
may not hold for the ages of bankers or teachers in the same database.

We must also distinguish between fuzzy and inexact rules. Inexact rules
often have a “fixed” confidence factor attached to them, i.e., each rule has a
specific integer or percentage (such as 70%) representing its validity. However,
the confidence in fuzzy rules can vary in terms of the numeric values in the
body of the rule; for instance the confidence may be proportional to the age
of a person and as the age varies so does the confidence. In this way fuzzy
rules can produce much more compact expression of knowledge and lead to
stable to behavior.

Rule induction can discover very general rules, which deal with both nu-
meric and non-numeric data. And rules can combine conditional and affinity
statements into hybrid patterns. A key issue here is the ability to go beyond
flat databases and deal with OLAP patterns.

Genetic Algorithms

Genetic algorithms also generate rules from data sets but do not follow the
exploration-oriented protocol of rule induction. Instead, they rely on the idea
of “mutation” to make changes in patterns until a suitable form of pattern
emerges via selective breeding. The genetic crossover operation is in fact very
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similar to the operation breeders use when they cross-breed plants and/or
animals. The exchange of genetic material by chromosomes is also based on
the same method. In the case of rules, the material exchange is a part of the
pattern the rule describes.

Let us note that this is different from rule induction since the main focus
in genetic algorithms is the combination of patterns from rules that have been
discovered so far, while in rule induction the main focus of the activity is the
dataset. Genetic algorithms are not just for rule generation and may be applied
to a variety of other tasks to which rules do not immediately apply, such as
the discovery of patterns in text, planning and control, system optimization,
etc.

Decision Trees

Decision trees express a simple form of conditional logic. A decision tree sys-
tem simply partitions a table into smaller tables by selecting subsets based
on values for a given attribute. Based on how the table is partitioned, we get
a different decision tree algorithm such as CART, CHAID, and C4.5.

For example, consider the table:

Manufacturer State City Product Profit
Color

Smith CA Los Angeles Blue High
Smith AZ Flagstaff Green Low
Adams NY NYC Blue High
Adams AZ Flagstaff Red Low
Johnson NY NYC Green Avg
Johnson CA Los Angeles Red Avg

A decision tree from this table can be drawn. This decision tree first se-
lected the attribute State to start the partitioning operation, then the at-
tribute Manufacturer. Of course, if there are 100 columns in the table, the
question of which attribute to select first becomes crucial. In fact, in many
cases, including the table above, there is no best attribute, and whichever
attribute the tree chooses there will be information loss. For example the two
facts:

(a). “Blue products are high profit.”
(b). “Arizona is low profit.”

can never be obtained from the table above with a decision tree. We
can either get fact (a) or fact (b) from the tree, not both, because
a decision tree selects one specific attribute for partitioning at each
stage. Rules and cross-tabs, on the other hand, can discover both
of these facts.
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23.3.4 Cross-Tabulation

Cross-tabulation is a very basic and simple form of data analysis, well known
in statistics, and widely used for reporting. A two dimensional cross-tab is
similar to a spreadsheet, with both row and column headings as attribute
values. The cells in the spreadsheet represent an aggregate operation, usually
the number of co-occurrences of the attribute values together. Many cross-
tabs are effectively equivalent to a 3D bar graph that displays co-occurrence
counts. Consider the table in the previous section. A cross-tab for the profit
level could look as follows:

CA AZ NY Blue Green Red Profit
1 0 1 2 0 0 High
1 0 1 0 1 1 Avg
0 2 0 0 1 1 Low

Here we have not included the fields Manufacturer and City because the
cross-tab would look too large. However, as is readily seen here, the fact that
the count of co-occurrence of Blue and High is above the others indicates a
stronger relationship.

When dealing with a small number of non-numeric values, cross-tabs are
simple enough to use and find some conditional logic relationships (but not
attribute logic, affinities, or other forms of logic). Cross-tabs usually run into
four classes of problems: first when the number of non-numeric values goes up,
second when one has to deal with numeric values, goes up, second when one
has to deal with numeric values, third when several conjunction are involved,
and fourth when the relationships are not just based on counts.

Agents and belief networks are variations on the cross-tab theme and are
discussed next.

Agents

The term agent is sometimes used (among its other uses) to refer to cross-tabs
that are graphically displayed in a network and allow some conjunctions (i.e.,
ANDs). In this context the term agent is effectively equivalent to the term
field-value pair.

Like other cross-tab techniques, when dealing with numeric values, agents
have to break the numbers into fixed “codes” (e.g., break Age into three age
classes: (1–30), (31–60), (61–100)). Of course, the data may hold patterns
that overlap any of these ranges (e.g., the range (27–34) and these will not be
detected by the agent). And if the ranges selected are too small, there will be
too many of them and larger patterns will be missed. Moreover, this inability
to deal with numeric data causes problems with multidimensional data.
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Belief Networks

Belief networks (sometimes called causal networks) also rely on co-occurrence
counts, but both the graphic rendering and the probabilistic representation
are slightly different from agents. Belief networks usually illustrated using a
graphical representation of probability distributions (derived from counts). A
belief network is thus a directed graph, consisting of nodes (representing vari-
ables) and arcs (representing probabilities dependencies) between the node
variables. Each node contains a conditional probability distribution that de-
scribes the relationship between the node and the parents of that node. The
belief network graph is acyclic, meaning that there are no cycles.

Equational Approaches

The underlying method of pattern expression in these systems is “surface
construction” rather than logical expression or co-occurrence counts. Such
systems usually use a set of equations to define a “surface” within a numeric
space, then measure distances from this surface for a prediction.

The best known example of such a surface is a straight line in a two-
dimensional space with the simple equation Y = (a ∗ X) + b and leads to the
well-known approach of linear regression in statistics. As the parameter “a”
varies in this equation, the slope of the line changes. Regression works well
when the points to be approximated lie on a straight line; it is also possible
to use nonlinear equations to approximate smoother surfaces.

When the surfaces are even more complex (e.g., Y = (X2+X+(1/X))), or
when there are several dimensions, the ability of humans to understand the
equations and surfaces decreases rather quickly. The system becomes opaque
or “black box.” However, it is still possible to construct such surfaces. In fact,
neural nets are known to be “universal approximators” in theory. They can
come close to any function. However, the present theory does not specify the
practical limits of nets for achieving such approximation on large data sets
and most neural net implementations rely on sampling.

The equational approaches almost always require the data set to be all
numeric. Non-numeric data needs to be “coded” into numbers (the reverse
of what cross-tabs do). This often causes a number of problems, as discussed
below.

23.3.5 Neural Nets

Neural nets are a class of predictive modeling system that work by iterative
parameter adjustment. Structurally, a neural network consists of a number
of interconnected elements (called neurons) organized in layers, which learn
by modifying the connection strengths (i.e., the parameters) connecting the
layers.
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Neural nets usually construct complex equational surfaces through re-
peated iterations, each time adjusting the parameters that define the surface.
After many iterations, a surface may be “internally” defined that approxi-
mates many of the points within the data set.

The basic function of each neuron is to: (a) evaluate input values, (b)
calculate a total for the combined input values, (c) compare the total with a
threshold value, and (d) determine what its own output will be. While the
operation of each neuron is fairly simple, complex behavior can be created
by connecting a number of neurons together. Typically, the input neurons are
connected to a middle layer (or several intermediate layers), which is then
connected to an outer layer.

To build a neural model, we first train the net on a “training dataset,”
then use the trained net to make predictions. We may, at times, also use a
“monitoring data set” during the training phase to check on the progress of
the training. Each neuron usually has a set of weights that determine how it
evaluates the combined strength of the input signals. Inputs coming into a
neuron can be either positive (excitatory) or negative (inhibitory). Learning
takes place by changing the weights used by the neuron in accordance with
classification errors that were made by the net as a whole.

The inputs are usually scaled and normalized to produce a smooth behav-
ior. During the training phase, the net sets the weights that determine the
behavior of the intermediate layer. A popular approach is called backpropa-
gation in which the weights are adjusted based on how closely the network
has made guesses. Incorrect guesses reduce the thresholds for the appropriate
connections. Neural nets can be trained to reasonably approximate the behav-
ior of functions on small- and medium-sized data sets since they are universal
approximate. However, in practice they work only on subsets and samples of
data and at times run into problems when dealing with larger data sets (e.g.,
failure to converge or being stuck in a local minimum).

It is well known that backpropagation networks are similar to regression.
There are several other network training paradigms that go beyond back-
propagation, but still have problems in dealing with large data sets. One key
problem for applying neural nets to large data sets is the preparation problem.
The data in the warehouse has to be mapped into real numbers before the
net can use it. This is a difficult task for commercial data with non-numerous
values.

Since input to a neural net has to be numeric (and scaled), interfacing to
a large data warehouse may become a problem. For each data field used in a
neural net, we need to perform scaling and coding. The numeric (and date)
fields are scaled. They are mapped into a scale that makes them uniform (i.e.,
if ages range between 1 and 100 and number of children between 1 and 5, then
we scale these into the same interval, such as −1 to +1). This is not a very
difficult task.

However, non-numeric values cannot easily be mapped to numbers in a
direct manner since this will introduce “unexpected relationship” into the
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data, leading to errors later. For instance, if we have 100 cities, and assign
100 numbers to them, cities with values 98 and 99 will seem more related
together than those with numbers 21 and 77. The net will think these cities
are somehow related, and this may not be so.

To be used in a neural net, values for nonscalar fields such as City, State,
or Product need to be coded and mapped into “new fields”, taking the values
0 and 1. This means that the field State, which may have the 7 values: {CA,
NY, AZ, GA, MI, TX, VA), is no longer used. Instead, we have 7 new fields,
called CA, NY, AZ, CA, MI, TX, VA each taking the value 0 to 1, depending
on the value in the record. For each record, only of these fields has the value 1,
and the others have the value 0. In practice, there are often 50 states requiring
50 new inputs.

Now the problem should be obvious. “What if the field City has 1,000
values?” Do we need to introduce 1,000 new input elements for the net? In
the strict sense, yes, we have to. But in practice this is not easy, since the
internal matrix representation for the net will become astronomically large
and totally unmanageable. Hence, by-pass approaches are often used.

Some systems try to overcome this problem by grouping the 1,000 cities
into 10 groups of 100 cities each. Yet, this often introduces bias into the
system, since in practice it is hard to know what the optimal groups are, and
for large warehouses this requires too much human intervention. In fact, the
whole purpose of data mining is to find these clusters, not ask the human
analysts to construct them.

The distinguishing power of neural nets comes from their ability to deal
with smooth surfaces that can be expressed in equations. These suitable appli-
cation areas are varied and include fingerpoint identification and facial pattern
recognition. However, with suitable analytical effort neural net works can also
succeed in many other areas such as financial analysis and adaptive control.
Eventually, the best way to use neural nets on large data sets will be to
combine them with rules, allowing them to make predictions within hybrid
architecture.

23.4 Summary

Automated deduction can be used to identify a subset of data for further
interpretation using data mining strategies. Information prioritization results
obtained by mining a database of successful proofs can be used to develop
new search strategies for automated deduction.

The automated deduction system may discover equivalences that can be
used by the data mining component to simplify its search. Eventually, the
two components may be even more tightly coupled, iterating to extract in-
formation at successively higher levels of abstraction, and interacting in a
hypothesize-test mode.
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The concept of intelligent information delivery systems – systems that
form a metalayer on top of an alert, or other type of data mining system was
introduced. The IID monitors the alerts produced and decide which informa-
tion is most critical to bring to users’ attention. We have also given a brief
example of an IID system.

As data mining systems and systems of alerts that repetitively and auto-
matically analyze information in databases become more prevalent, the prob-
lem of what to do with all the answers that come out will become increasingly
important. The alternative is that over time, users of these systems will find
that the more analysis they receive, the less they end up knowing. Also a case
study based on the characterization of data mining technologies and processes
is given.

The fundamental techniques used for data mining can be classified into dis-
tinct groups, each offering advantages and trade-offs. The modern techniques
rely on pattern distillation, rather than data retention. Pattern distillation
can be classified into logical, equational, and cross-tabulation methods. The
underlying structure of these approaches was discussed and compared. Hybrid
approaches are likely to succeed best, merging logic and equations with multi-
dimensional analysis. However, the overstructure of how these techniques are
used should be viewed in the context of machine–man interaction.

23.5 Review Questions

1. Define extraction and representation.
2. What is information analysis?
3. Explain with case study intelligent information delivery with its compo-

nents.
4. How is data mining process characterized?
5. State the data mining users and their activities.
6. What is data retention and pattern distillation?
7. How are logical approaches formed in the information analysis?
8. How are decision tree and cross-tabulation formed in the intelligent infor-

mation delivery model?
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Data Mining in Telecommunications and
Control

Objectives:

• Data mining in telecommunication industry helps to understand the busi-
ness involved, identify telecommunication patterns, catch fraudulent ac-
tivities, make better use of resources, and improve the quality of service.

• A large class of data mining algorithms developed for this purpose includes
CART, C4.5, neural networks, and Bayesian classifiers, among others. One
of the assumptions made by these algorithms, which are carried over into
data mining applications, is that of clean data.

• The ability to handle noise in this case is obviously critical to the successful
application of data mining algorithms; the treatment of noise typically falls
short of handling the complete problem of data error.

• The companies in the telecommunications industry face the problem of
churning. Churning is the process of customer turnover. This is a major
concern for the companies having many customers who can easily switch
to other competitors.

• Data mining is one solution to do appropriate credit scoring and to combat
churns in the telecom industry.

• Data mining may be used in churn analysis to perform two key tasks:
Predict whether a particular customer will churn and when it will happen;
Understand why particular customers churn.

• Decision support in telecommunications forms the rules that can be used as
decision support rules (for the exchange operator) or directly to automate
the operation of the exchange.

• In control systems the purpose is to present a real-time knowledge process-
ing (RTKP) procedure based on conjunctive and disjunctive matrices and
operators.

• The field of knowledge discovery in databases (KDD) has delivered a va-
riety of techniques to discover patterns from vast amount of data, which
helps in mining for complex data.

S. Sumathi and S.N. Sivanandam: Data Mining in Telecommunications and Control, Studies in

Computational Intelligence (SCI) 29, 615–627 (2006)
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Abstract. The data mining applications in telecommunications industry, and a
learning system for decision support in telecommunications case study, knowledge
processing in control systems, and aircraft control case study are discussed in this
section. A few scenarios where data mining may improve telecommunication services
are discussed.

The deregulation of the telecommunications industry in many countries and the
development of new computer and communication technologies and the telecom-
munication market are rapidly expanding and highly competitive. This creates a
great demand for data mining in order to help understand the business involved,
identify telecommunication patterns, catch fraudulent activities, make better use of
resources, and improve the quality of service.

In order to determine the needs of the telecommunication industry with respect
to the data mining, an extensive literature survey analysis was performed at Telkom.
They expressed a need for mining the data stored in the Telkom data warehouse.
Almost all areas of Telkom’s business can benefit from data mining, but in partic-
ular marketing and sales department. A serious problem for Telkcom, and for most
companies in the telecommunications industry, is the problem of churning. Churning
is the process of customer turnover.

A case study for decision support in telecommunications has been described.
History data describing the operation of a telephone exchange is analyzed by the
system to reconstruct understandable event descriptions. This case study is taken
from Gerstner Laboratory, Czech Technical University, Czech Republic.

Real-time knowledge-based or knowledge-processing systems are playing an in-
creasingly important role in transportation, manufacturing, control, and robotic and
aerospace systems. They are no longer limited to low-level control functions. Con-
trol, supervision, and monitoring of complex hierarchical systems in dynamic and
sometimes unpredictable or hazardous environments are typical tasks of current
man-made systems.

Current development in real-time artificial intelligence is driven by a need to
make knowledge-based systems work in real-time and a need to integrate knowledge-
based approaches to handle the complexities of problem-solving behavior in control
systems. The purpose is to present a real-time knowledge processing (RTKP) pro-
cedure based on conjunctive and disjunctive matrices and operators.

The case study taken from Sylvain Letourneau, University of Ottawa, Canada,
is discussed to explain the how data mining is used for maintenance of complex
systems. The anticipated contributions of this study were related to two fundamental
problems in the fi eld of knowledge discovery in databases: i) automatic preparation
of the data prior to model development and ii) use of diverse sources of information.

24.1 Data Mining for the Telecommunication Industry

The telecommunication industry has quickly evolved from offering local and
long-distance telephone services to providing many other comprehensive com-
munication services, including voice, fax, pager, cellular phone, images, e-mail,
computer, and Web data transmission, and data traffic. The integration of
telecommunication, computing network, Internet, and numerous other means
of communications and computing is also underway.
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The following are a few scenarios where data mining may improve telecom-
munication services.

24.1.1 Multidimensional Analysis of Telecommunication Data

Telecommunication data are intrinsically with dimensions such as calling time,
duration, location of caller, and type of call. The multidimensional analysis
of such data can be used to identify and compare the data traffic, system
work load, resource usage, user group behavior, profit, and so on. For exam-
ple, an analyst in the industry may wish to regularly view charts regarding
calling source, destination, volume, and time-of-day usage patterns. There-
fore, it is often useful to consolidate telecommunication data into large data
warehouse and routinely perform multidimensional analysis using OLAP and
visualization tools.

24.1.2 Fraudulent Pattern Analysis and the Identification
of Unusual Patterns

Fraudulent activity costs the telecommunication industry millions of dollars
a year. It is important to identify potentially fraudulent users and their atyp-
ical usage patterns; detect attempts to gain fraudulent entry to customer ac-
counts; and discover unusual patterns that may need special attention, such
as busy-hour, frustrated call attempts, switch and route congestion patterns,
and periodic calls from automatic dial-out equipment (like fax machine) that
have been improperly programmed. Many of these types of patterns can be
discovered by multidimensional analysis, cluster analysis, and outlier analysis.

24.1.3 Multidimensional Association and Sequential
Pattern Analysis

The discovery of association and sequential patterns in multidimensional
analysis can be used to promote telecommunication services. For example,
suppose we would like to find usage patterns for a set of communication ser-
vices by customer group, by month, and by time of day. The calling records
may be grouped by customer in the following form:

(Customer id, residence, office, time, date, service 1, service 2,. . . )

A sequential pattern like “If a customer in the Los Angeles area works in a
city different from her residence, she is likely to first use long-distance service
between two cities around 5 pm and then use a cellular phone for at least
30 minutes in the subsequent hour every weekday” can be further probed by
drilling up and down in order to determine whether it holds for particular
pairs of cities and particular groups of persons (e.g., engineers, doctors, etc.).
This can help promote the sales of specific long-distance and cellular phone
combinations, and improve the availability of particular services in the region.
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24.1.4 Use of Visualization Tools in Telecommunication
Data Analysis

Tools for OLAP visualization, linkage visualization, association visualization,
clustering, and outlier visualization have been shown to be very useful for
telecommunication data analysis.

24.2 Data Mining Focus Areas in Telecommunication

The experience with applications of interest to the telecommunications busi-
ness was carried out at Bell Atlantic STC, NY, where we focus on machine
learning algorithms. A large class of data mining algorithms has developed out
of ideas investigated earlier by researchers and developers of machine learn-
ing algorithms. Notable examples include CART, C4.5, neural networks, and
Bayesian classifiers, among others. One of the assumptions made by these
algorithms, which are carried over into data mining applications, is that of
clean data.

All of these algorithms, and other like them, do relax the assumption
from its strictest terms. They do not assume perfectly clean data, but rather
assume that the data might be noisy. While the ability to handle noise is
obviously critical to the successful application of data mining algorithms, the
treatment of noise typically falls short of handling the complete problem of
data error.

24.2.1 Systematic Error

Systematic errors arise in many applications, and they may be due to any of
the following:

• Errors of calibration of instruments.
• Personal errors. These are errors caused by habits of individual observes.
• Imperfect technique.

We have found many examples of these in some of the telecommunications
applications, investigated at Bell Atlantic Science and Technology Center,
NY. One of these applications is classification of customer-reported telephone
problems in the local loop of the telephone network. Problem diagnoses are
high level, describing roughly that segment of the local loop where the trou-
ble might be found, so that an appropriate technician might be dispatched to
repair the trouble. The diagnoses are dispatched to the customer’s premise:
dispatch to the cable, dispatch to the central office, hold for further test-
ing. The data describing the troubles includes information about the type of
switch to which the customer’s line is connected and electrical readings such
as voltages and resistance, among others. The data mining problem here is to
consider a large database of past troubles and their resolutions, and to develop
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rules for sending the appropriate technicians out to fix problems that have a
certain profile. The electrical readings that are a large component of the data
are obtained via an automated line testing system. The line testing must be
calibrated regularly, but in practice this rarely occurs. As a result, the system
becomes miscalibrated, and all readings reported for a set of lines on a given
day might be off by a systematic amount. Furthermore, the system’s baseline
readings can differ from day to day.

This source of systematic error is known, but there are no mechanisms in
place to handle so that it can be eliminated from the data. Given the heavy
load handled by the company, it is not clear that careful calibration can be-
come a high priority item. Thus we can expect that the problem will persist.
People can also affect the data in a systematic way. In particular, one source
of the diagnoses for troubles is the technicians who fix the problems. They
report results using a complex coding system. If a technician has memorized
the wrong code to represent the outcome of a repair, it will be wrong consis-
tently. Again, we have a good sense of the source of the problem, but it is not
clear that it can be controlled. Also, aside from maintaining a profile of each
technician, it is not clear that there is a mechanism that could automatically
correct for these errors.

There are a number of different scenarios that arise with respect to sys-
tematic data error.

(1) The systematic error is well understood. In these cases, the data can be
“cleaned” and data mining algorithms can be applied to the clean data.

(2) The errors can be reconciled. There are applications in which data may
be obtained from several sources. In these cases, it may be possible to
retain data that are consistent over the sources. This has the effect of
cleaning the data by making the assumption that the data might have
errors but that the errors will not be consistent over the various sources.
We found that with the local-loop diagnosis application, we were able to
use a variety of data sources to reconcile diagnostic error (through we
were not able to account for calibration error).

(3) The data cannot be cleaned. These are cases where the error exists, but
cannot be removed from the data. It is important to note that in these
cases, the sources of the error might, in fact, be quite well known, but
that additional complications make it difficult to pull the error out of the
data.

One obvious reaction to these situations is to throw up our hands and assume
that the application of data mining techniques will provide no useful results.
But this reaction is unreasonable.

(1) If the amount of systematic error is small, or if the right algorithm is
applied, the impact of the error might be small relative to other gains of
the data mining.
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(2) Data mining techniques might be useful for helping to identify systematic
error, making the process of cleaning one’s data a possibility.

(3) There are applications for which only a small amount of mined information
can go long way to benefiting a company. In these cases, it is not in our
best interest as data miners to simply dismiss an application as being “too
hard.” In the application described above, an improvement of only 1% over
the current dispatch procedure could save the company over $3,000,000
annually.

More work needs to be done on:

(1) Developing data mining algorithms for cleaning systematic error out of
data.

(2) Analyzing the tools we have so that we can determine how they are actu-
ally affected by different types of error.

24.2.2 Data Mining in Churn Analysis

Data mining is the discovery of knowledge from data, and uses a variety
of tools ranging from classical statistical methods to neural networks and
other new techniques originating from machine learning and artificial intel-
ligence. Recently, data mining has been used with substantial results in en-
abling and improving database marketing, process optimization, and detecting
fraud.

Almost all areas of Telkom’s business can benefit from data mining, but
in particular marketing and sales department. A serious problem for Telkcom
and for most companies in the telecommunications industry is the problem of
churning.

Churning is the process of customer turnover. This is a major concern for
the companies having many customers who can easily switch to other com-
petitors. Competition will become fierce in the next years as new companies
enter the South African market.

Given the increase in the customer choice, there will be increase in the
churn rate. Anderson Consulting recently estimated customer churn level of
30% per year in the cellular phone markets. The cost of churn in the telecomm
industry is large.

A 1995 report from the Digital Equipment Corporation estimated the cost
of churning in the wireless communication to be around $400 per new sub-
scriber. It is clear that spending money holding on to existing customer is
more efficient than acquiring the new customer.

In South Africa a further churn-related problem has been identified.
Telkom, as requested by the South African Government, should install many
phones in previously disadvantaged communities and homes. Because the
Client in these areas is not financially self-sufficient, the churn problem ag-
gravated. This is also an example of the closely related to the credit-scoring
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problem, i.e., the decision to accept a client in the face of the associated risk
involved. Data mining is one solution to do appropriate credit scoring and to
combating churns in the telecom industry.

Data Mining may be Used in Churn Analysis to Perform
Two Key Tasks

Predict whether a particular customer will churn and when it will happen;
Understand why particular customers churn.

These prediction and understanding tasks represent the two most impor-
tant aspects of data mining in use today. By predicting which customers are
likely to churn, the company can reduce the rate of churn by offering cus-
tomers new incentives to stay. By understanding why customers churn the
company can also work on changing their service so as to satisfy these cus-
tomers pro-actively. In addition the data mining tools so as to choose the best
strategy in terms of cost and effort can quantify the chance of the customer
churning after action is taken.

24.3 A Learning System for Decision Support
in Telecommunications – Case Study

We present a system for decision support in telecommunications. History data
describing the operation of a telephone exchange is analyzed by the system
to reconstruct understandable event descriptions. The event descriptions are
processed by an algorithm inducing rules describing regularities in the events.
The rules can be used as decision support rules (for the exchange operator) or
directly to automate the operation of the exchange. This case study is taken
from Gerstner Laboratory, Czech Technical University, Czech Republic.

In spite of the explosion of information technologies based on written com-
munication, the most common and most frequently used tool is the telephone.
Up-to-date private branch exchanges (PBX) provide comfort in managing the
telephone traffic, namely regarding calls coming into an enterprise from the
outside world. Communication proceeds smoothly provided that the caller
knows with whom she wants to communicate and the person is available. In
the opposite case, there is a secretary, receptionist, operator, or colleague that
can for instance help to find a substituting person.

The operator is a person with no direct product, but with strong impact on
productivity of other people. Despite that, a wide range of companies cancels
the post of the telephone operator. The reason is that it is not easy to find
a person who is intelligent enough to be good operator and to be modest
enough to be just an operator. This opens area for computers – the computer
is paid for only once so numbers fix costs set in. Moreover, the machine can
work nonstop and provide additional data suitable for analysis allowing for
improvements of the telecommunication traffic. Currently there are several
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domains where computers are used in the PBX area (neglecting the fact that
PBX itself is a kind of computer):

• Automated attendant – a device that welcomes a caller in a unified manner
and allows him usually to reach a person, or choose a person from a spoken
list; in both cases the calling party is required to co-operate.

• Voice mail – a device allowing to leave a spoken message to an unavailable
person and some rather sophisticated methods of delivering the messages
are available.

• Information service – the machine substitutes a person in providing some
basic information usually organized into an information tree; the calling
party is required to co-operate.

The aim of the above listed tools is to satisfy a caller even if there is no human
service available at the moment. But all such devices are designed in a static,
simple manner – they act always the same way. The reason is simple – they
do not consider who is calling nor what they usually want – as opposed to the
human operator. Comparing a human operator/receptionist to a computer,
we can imagine the following the improvements of the automated telephony:

1. Considering who is calling (by the identified calling party number) and
what number was dialed by the caller, the system can learn to determine
the person most probably desired by the caller; knowledge can be obtained
either from previous cases (taking into account other data like daytime,
explicit information – long absence of some of the company’s employee,
etc.) or by “observing” the way how the caller was handled by humans
before; this could shorten the caller’s way to get the information she needs.

2. The caller can be informed by a machine in a spoken language about the
state of the call and suggested most likely alternatives; messages should
be “context sensitive.”

Naturally, the finite goal of computerized telephony is a fully “duplex” ma-
chine that can both speak and comprehend spoken language so that the feed-
back with the caller can proceed in a natural dialog. We present a methodology
where the goal is to satisfy the goal 1.

The task was defined by a telecommunication company that installs PBX
switchboards in various enterprises. The experiments are based on the PBX
logging data coming from one of the enterprises. The methodology is reflected
in a unified system with inductive (learning) capabilities to produce decision
support rules based on the data describing the previous PBX switching traffic.
The system can be naturally adapted to the condition of a specific company
(by including a formally defined enterprise-related background knowledge) as
well as in the case of a change in the PBX firmware (again via an inductive
process).

The language of Prolog (a subset of the language of first-order logic) is
employed as a unified formalism to represent the input data, the background
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knowledge, the reasoning mechanism, and the output decision support rules.
The reason for this is the structured nature of the data with important depen-
dence between individual records, and the fact that sophisticated paradigms
are available for learning in first order logic. These paradigms are known as
inductive logic programming (ILP). The fundamental goal of ILP is the induc-
tion of first-order logic theories from logic and background knowledge. In the
recent years, two streams of ILP developed, called the normal setting (where
roughly theories with a “predictive” nature are sought) and the nonmonotonic
setting (where the theories have a “descriptive” character).

24.4 Knowledge Processing in Control Systems

Several large real-time applications are required to operate in environments
that are not fully structured. The lack of information and uncertainty of the
environment requires the use of problems-solving techniques. Elevator group
control is one such application. There are many possible situations compris-
ing the state of all elevators, existing calls in the building, completion of
previously scheduled cars, and combining new hall calls with performance cri-
teria. There are several possible corresponding schedules and as new hall calls
appear, the scheduled cars must be revised frequently. Since entering all the
possible responses (schedules) into the computer is unfeasible, automating the
response construction process will be required. Factory scheduling is another
such application.

Looney proposed a matrix procedure for real-time knowledge processing
considering only production rules with one antecedent. His procedure however
does not preserve its matrix form when several antecedents are present in
a rule. Furthermore, when handling multiple antecedents, the procedure is
difficult to analyze and to predict if it could meet deadlines due to the chaining
scheme adopted. This is a critical issue in real-time situations.

Alternate schemes based on a network type of representation for produc-
tion rules are the RETE (C.L.Forgy, AI, in 1982 and EUREK (M.Funabashi
et al., in 1988) procedures. However, both procedures lack the predictability
property, which is essential in real-time applications.

More recently, Paul et al. developed an approach, which integrates problem-
solving methodology and architectural primitives to reduce the variance at
methodology level and at problem-solving level. Using this approach they
have shown that problem-solving and real-time task coexist within a readily
analyzable framework.

The purpose is to present a real-time knowledge processing (RTKP) pro-
cedure based on conjunctive and disjunctive matrices and operators. The pro-
posed procedure affords the setting up of the focus of attention mechanisms
and guarantees its respond time. Those are important characteristics that
real-time knowledge-based systems should have.
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24.4.1 Preliminaries and General Definitions

A typical RTKP system acting as a direct digital control system is shown
in Fig. 24.1. The RTKP module is connected to information sources and re-
ceivers. Sources may be sensors connected to a process, human users, or even
computer programs in large integrated systems. Receivers can be either actu-
ators, human users, or again computer programs. The main idea behind this
scheme is that RTKP takes information from a system, processes this infor-
mation with the knowledge stored in it and then outputs new information to
the system. Outputs are the control decisions. Figure 24.2 shows an RTKP
system performing supervisory control tasks. The knowledge-processing task
is encapsulated within a server to guarantee temporal isolation between it and
conventional real-time tasks.

Internally, RTKP is divided into four basic parts. First is a preprocessor
module responsible for the transformation of input information into the in-
ternal representation model is used. This module is also responsible for any
mathematical treatment (by making transformation of variables, for example),
as well as to preprocess task-dependent knowledge. The postprocessor mod-
ule translates the internal representation model into output information in a
former as required by the process. Between those two modules, there are the
inference engine and the knowledge base. The last is the internal knowledge
repository, coded in a usable format. Information provided by the preprocessor
module and knowledge base is processed by the inference engine to generate
the desired outputs.

The RTKP is defined by:

• Internal representations of information provided by the preprocessor mod-
ule and information to be converted by the postprocessor module,

• An internal representation of the knowledge base,
• A procedure for the inference engine.

PRE 
PROCESSOR 

PROCESS 

POST 
PROCESSOR 

 KNOWLEDGE 
BASE

INFERENCE
ENGINE

Fig. 24.1. Typical RTKP structure in direct digital control
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Fig. 24.2. RTKP in supervisory control systems

The knowledge base is composed of two parts: rule base and fact base. A fact
is the truth value associated to particular proposition (or a term) used to
store knowledge. A fact base is a set of terms, where each term has a meaning
related to the process (an associated proposition). Propositions are considered
within the prepositional logic framework, although they could also represent
fuzzy propositions. In the proposed procedure, the fact base is represented by
a fact vector where each component is related to term and contains its truth
value.

The rule base can be viewed in two different representations. The first
representation is for purposes of knowledge acquisition and analysis (called
the virtual representation). It is presented as a collection of rules like: if
<antecedent> then <consequent>, where <antecedent> represents a disjunc-
tive association of terms. The second representation is coded version of the
knowledge for processing purposes.

It is relevant now to review the main requirements that real-time knowl-
edge processing systems should fulfill integration of numeric/symbolic process-
ing, continuous operation, focus of attention mechanisms, interrupt manager
services, optimum use of environment, response time warranty, temporal data
processing, truth data maintenance, and the fact it dispenses explanatory
modules.
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24.5 Data Mining for Maintenance of Complex Systems
– A Case Study

The operation and maintenance of modern sensor-equipped systems such as
aircraft generates vast amounts of complex data. Proper use of this data to
predict or explain component failures may lead to savings of several thousands
of dollars, reducing the number of delays, and increasing the overall level of
safety. The field of knowledge discovery in databases (KDD) has delivered a
variety of techniques to discover patterns from vast amount of data. However,
none of these techniques are designed to handle the diverse forms of data
typically generated during the operation and maintenance of such complex
systems. This case study is taken from Sylvain Letourneau, University of
Ottawa, Canada. In this research, we study the specific issues to consider
during the analysis of commercial aircraft data and process to handle these
difficulties.

We aim at extracting useful information from large amounts of data col-
lected from a fleet of 34 commercial aircraft over the last three years. Many
issues with the analysis of this data have been identified (Letourneau et al.,
1997). First of all, diverse sources and formats of data are to be considered.
Available data includes: i) various types of sensor measurement reports de-
scribing the status of the aircraft in different phases of operation, ii) warning
and failure messages generated when particular conditions occur, and iii) de-
scriptions of aircraft problems along with the maintenance actions taken for
each of them. Various sources of background knowledge are also available
such as troubleshooting guides, training manuals, and empirical studies. A
second difficulty comes from the complexity and the quality of the data. The
number of parameters is high (i.e., often more than 100), several parameters
are expected to have time-series relationships, and problems such as missing
values, improper data types, and out-of-range data are frequently observed.
Some sensor measurements must also be normalized due to the influence of
variations in the environment.

We propose two major research directions to address these difficulties: i)
development of a powerful data preprocessing approach to handle data com-
plexity and data quality problems and ii) integration of the multiple sources
of information described above to improve the quality of models learned from
the data.

The data preprocessing approach proposed in the research should address
the following tasks: i) normalization of the data according to the effects of
contextual variations in the environment, ii) cleaning of the data, and iii) la-
beling of the instances so that supervised machine learning techniques can be
used. We have developed the core of a novel domain-independent normaliza-
tion technique that makes use of the analysis of variance (Letourneau.Matwin
& Famili, 1998). Results from experiments with a large data set in the aircraft
domain have shown that the proposed approach is powerful in reducing the
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number of false alarms caused by random fluctuations in the environment.
The current focus is on cleaning of the data and labeling of the instances.

The second major aspect of this work will address the use of different
sources of information available during the operation and maintenance of
complex systems. We studied the use of the domain information regarding the
following aspects: i) extraction of the most appropriate features ii) analysis
of meaningfulness of obtained models, and iii) improvement of the accuracy.
This research is expected to enhance the process of knowledge discovery in
databases so that it could be successfully applied to the maintenance and
operation of complex systems.

24.6 Summary

This section has described data mining applications in telecommunications
industry, and a learning system for decision support in telecommunications
case study, knowledge processing in control systems and aircraft control case
study.

Data mining can be applied fruitfully, as in network capacity utilization.
In network capacity utilization, planning for telecommunication markets that
expand, and the ability to service customers is highly affected by the capacity
planning that has taken place long before. Data mining provides understand-
ing of the underlying patterns and structures of service usage by customer
groups. This insight allows capacity planners to optimize the investments in
network facilities to better serve customers, while avoiding costly overexpan-
sions, i.e., having enough capacity to deal with growing markets just at the
right time.

24.7 Review Questions

1. How can data mining improve telecommunication services?
2. Write a short note on systematic error observed in mining.
3. How is data mining used in churn analysis?
4. Explain how data mining is used in PBX areas.
5. With typical structure explain real-time knowledge processing (RTKP) in

direct digital control and supervisory control systems.
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Data Mining in Security

Objectives:

• Data mining offers a convenient way to monitor the large computer net-
works, thus providing the security. The data mining system does this by
developing a profile of the typical activities of each user in the network.

• To improve the accuracy, data mining programs are used to analyze audit
data and extract features that can distinguish normal activities from intru-
sions; we use artificial anomalies along with the normal and/or intrusion
data to produce more effective misuse and anomaly detection models.

• To improve efficiency, the computational costs of features are analyzed and
a multiple-model cost-based approach is used to produce detection models
with low cost and high accuracy.

• To improve usability, adaptive learning algorithms are used to facilitate
model construction and incremental updates; unsupervised anomaly de-
tection algorithms are used to reduce the reliance on labeled data.

• Security of network systems is becoming increasingly important; intrusion
detection systems (IDSs) have thus become a critical technology.

• IDSs models generalize from both known attacks and normal behavior in
order to detect unknown attacks.

• Data mining-based IDSs (especially anomaly detection systems) have
higher false positive rates than traditional handcrafted signature-based
methods, making them unusable in real environments.

• The anomaly detection algorithms explore the use of information-theoretic
measures, i.e., entropy, conditional entropy, relative entropy, information
gain, and information cost to capture intrinsic characteristics of normal
data and use such measures to guide the process of building and evaluating
anomaly detection models.

Abstract. Data mining can be used to improve efficiency, quality of data, marketing
and sales, and has many more benefits. Furthermore, even in the case of security
problems, we have addressed the case where data mining tools could be used to

S. Sumathi and S.N. Sivanandam: Data Mining in Security, Studies in Computational Intelli-
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detect abnormal behavior and intrusions in the system. Data mining also has many
applications in detecting fraudulent behavior. While all of these applications of data
mining can benefit humans, there is also a dangerous side to mining, since it could
be a serious threat to the security and privacy of individuals. An overview on data
mining in security and real-time data mining-based intrusion detection system case
study is illustrated in this chapter.

Security of network systems is becoming increasingly important, as more and
more sensitive information is being stored and manipulated online. Intrusion detec-
tion systems (IDSs) have thus become a critical technology to help protect these
systems.

Most IDSs are based on handcrafted signatures that are developed by manual
encoding of expert knowledge. These systems match activity on the system being
monitored to known signatures of attacks. The major problem with this approach
is that these IDSs fail to generalize to detect new attacks or attacks without known
signatures. Recently, there has been an increased interest in data mining-based ap-
proaches to building detection models for IDSs. These models generalize from both
known attacks and normal behavior in order to detect unknown attacks. Domain
experts can also generate them in a quicker and more automated method than man-
ually encoded models that require difficult analysis of audit data. Several effective
data mining techniques for detecting intrusions have been developed, many of which
perform close to or better than systems engineered by domain experts.

This chapter discusses several problems inherent in developing and deploying
real-time data mining-based IDS and presents an overview of the research, which
addresses these problems.

25.1 Data Mining in Security Systems

In June 1994, a computer expert in St. Petersburg, Russia, Vladmir Leoni-
dovich Levin, penetrated the Citibank electronic funds transfer network. Over
the course of five months, he funneled 10 million dollars into accounts in
California, Israel, Germany, Finland, the Netherlands and Switzerland. He
was eventually apprehended, and most of the money was recovered, but the
incident revealed the vulnerability of large databases to computer hackers.

Incidents such as the one described above make the security of a company’s
computer system a serious issue in today’s business world. System administra-
tors and security officers monitor these computer networks, often comprising
thousands of computers and terabytes of storage space. Their job is daunt-
ing; especially since a security violation on one workstation could become a
multimillion-dollar incident. The Computer Emergency Response Team, an
organization of computer security professionals, estimates that only five per-
cent of companies whose security has been compromised are even aware that
they have been infiltrated. Although the raw information needed to detect
an intrusion is often available in the audit data recorded by each computer,
there is far too much of it generated each day for the system administrators
and security officers to inspect it. Even if they tried, the vast majority of the
audit record would be completely mundane and innocuous actions.
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Data mining offers a convenient way to monitor these large computer net-
works. By detecting anomalous activities in the logs of computers, a data
mining system could flag suspicious events for later inspection by system ad-
ministrators, allowing them to avoid checking all the normal daily activities.
The data mining system does this by developing a profile of the typical activ-
ities of each user in the network. Deviations from the expected pattern could
be harmful or abusive behavior and would therefore be flagged. The system
would have to be flexible enough to compensate for normal deviations from
expected behavior like users learning new programs or doing new tasks. One
study done at the Purdue University found that a data mining system was
able to identify a profiled user 99% of the time and differentiated between a
profiled user and another user with almost 94% accuracy.

25.2 Real Time Data Mining-Based Intrusion Detection
Systems – Case Study

In this section, we present an overview of the research in real-time data mining-
based intrusion detection systems (IDSs) taken from W. Lee (1998). North
Carolina State University, Raleigh, NC. We focus on issues related to deploy-
ing a data mining-based IDS in a real-time environment. We describe the
approaches to address the three types of issues: accuracy, efficiency, and us-
ability. To improve the accuracy, data mining programs are used to analyze
audit data and extract features that can distinguish normal activities from
intrusions; we use artificial anomalies along with the normal and/or intru-
sion data to produce more effective misuse and anomaly detection models.
To improve efficiency, the computational costs of features are analyzed and a
multiple-model cost-based approach is used to produce detection models with
low cost and high accuracy. We also present a distributed architecture for
evaluating cost-sensitive models in real time. To improve usability, adaptive
learning algorithms are used to facilitate model construction and incremental
updates; unsupervised anomaly detection algorithms are used to reduce the
reliance on labeled data. We also present architecture consisting of sensors,
detectors, a data warehouse, and model generation components. This archi-
tecture facilitates sharing and storage of audit data and the distribution of
new and update models. This architecture also improves the efficiency and
scalability of the IDS.

However, successful data mining techniques are themselves not enough to
create deployable IDSs. Despite the promise of better detection performance
and generalization ability of data mining-based IDSs, there are some inher-
ent difficulties in the implementation and deployment of these systems. We
can group these difficulties into three general categories: accuracy (i.e., detec-
tion performance), efficiency, and usability. Typically, data mining-based IDSs
(especially anomaly detection systems) have higher false positive rates than
traditional handcrafted signature-based methods, making them unusable in
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real environments. Also, these systems tend to be inefficient (i.e., computa-
tionally expensive) during both training and evaluation. This prevents them
from being able to process audit data and detect intrusions in real time.
Finally, these systems require large amounts of training data and are signifi-
cantly more complex than traditional systems. In order to be able to deploy
real-time data mining-based IDSs, these issues must be addressed.

In this section, we discuss several problems inherent in developing and
deploying a real-time data mining-based IDS and present an overview of the
research, which addresses these problems. These problems are independent
of the actual learning algorithms or models used by an IDS and must be
overcome in order to implement data mining methods in a deployable system.
An effective data mining-based IDS must address each of these three groups of
issues. Although there are tradeoffs between these groups, each can generally
be handled separately. We present the key design elements and group them
into which general issues they address.

25.2.1 Accuracy

Crucial to the design and implementation of effective data mining-based IDS is
defining specifically how detection performance, or accuracy, of these systems
is measured. Because of the difference in nature between a data mining-based
system and a typical IDS the evaluation metrics must take into account factors
that are not important for traditional IDSs.

At the most basic level, accuracy measures how well an IDS detects at-
tacks. There are several key components of an accuracy measurement. One
important component is detection rate, which is the percentage of attacks that
a system detects. Another component is the false positive rate, which is the
percentage of normal data that the system falsely determines to be intrusive.
These quantities are typically measured by testing the system on a set of data
(normal and intrusions) that are not seen during the training of the system
in order to simulate an actual deployment.

There is an inherent tradeoff between detection rate and false positive rate.
One way to represent this tradeoff is by plotting the detection rate versus false
positive rate on a curve under different parameter values creating an ROC
curve. [Receiver Operating Characteristics (ROC) graphs are used in many
detection problems because they depict the tradeoffs between detection rate
and false positive rate.] A method to compare accuracy between two IDSs is
to examine their ROC curves.

In practice, only the small portion of an ROC curve corresponding to ac-
ceptably low false positives is of interest, as in a deployable system, only a
low false positive rate can be tolerated. Handcrafted methods typically have
a fixed detection threshold they perform at a constant detection rate across
different false positive rates. In an ROC curve, we can assume that their curve
is a straight line at each detection level. Data mining-based systems have the
advantage of potentially being able to detect new attacks that handcrafted
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methods tends to miss. Data mining-based IDSs are only useful if their de-
tection rate is higher than a handcrafted method’s detection rate with an
acceptably low false positive rate. Given this framework, the goal is to de-
velop a data mining-based IDS that is capable of outperforming handcrafted
signature-based systems at the tolerated false positive rate.

We have developed and applied a number of algorithm-independent tech-
niques to improve the performance of data mining-based IDSs. In this section,
we focus on a few particular techniques that have been proven to be empiri-
cally successful. We first present a generic framework for extracting features
from audit data, which help the discriminate attacks from the normal data.
These features can then be used by any detection model building algorithm.
We then describe a method for generating artificial anomalies in order to de-
crease the false positive rate of anomaly detection algorithms. The research
has shown that by generating artificial anomalies, we can improve the accu-
racy of these ID models. Finally, we present a method of combining anomaly
and misuse (or signature) detection models. Typically misuse and anomaly
detection models are trained and used in complete isolation from each other.
The research has shown that by combining the two types of models, we can
improve the overall detection rate of the system without compromising the
benefits of either detection method.

25.2.2 Feature Extraction for IDS

Two basic premises of intrusion detection are that system activities are ob-
servable, e.g., via auditing, and there is distinct evidence that can distinguish
normal and intrusive activities. We call the evidence extracted from raw au-
dit data features, and use these features for building and evaluating intrusion
detection models. Feature extraction (or construction) is the process of deter-
mining what evidence that can be taken from raw audit data is most useful
for analysis. Feature extraction is thus a critical step in building an IDS.
That is, having a set of features whose values in normal audit records differ
significantly from the values in intrusion records is essential for having good
detection performance.

We have developed a set of data mining algorithms for selecting and con-
structing the features from audit data. First the raw (binary) audit data is
processed and summarized into discrete records containing a number of basic
features such as in the case of network traffic: timestamp, duration, source
and destination IP addresses and ports, and error condition flags. Special-
ized data mining programs are then applied to these records to compute
the frequent patterns describing correlations among the features and fre-
quently co-occurring events across many records. A pattern is typically from
A,B → C,D[confidence, support ], which translates to events A and B are fol-
lowed by events C and D with a certain confidence and occur with a certain
frequency in the data (the patterns’ support). The consistent patterns are of
normal activities and the “unique” patterns associated with an intrusion are
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then identified and analyzed to construct additional features for connection
records. It can be shown that the constructed features can indeed clearly sepa-
rate intrusion from normal ones. Using this approach, the constructed features
are more grounded on empirical data, and thus more objective than an expert
knowledge. Results from the 1998 DARPA Intrusion Detection Evaluation
showed that an IDS model constructed using these algorithms was one of the
best performing of all the participating systems.

As an example, let us consider the SYN flood attack. When launching this
attack, an attacker uses many spoofed source addresses to open many con-
nections, which never become completely established (i.e., only the first SYN
packet is sent, and connection remains in the “S0” state) to some port on a
victim host (e.g., http). We compared the patterns from the 1998 DARPA data
set that contain SYN flood attacks with the patterns from a “baseline” normal
data set (of the same network), by first encoding the patterns into numbers
and then computing “difference” scores. The following pattern, a frequent
episode, has the highest “intrusion-only” (i.e., unique for the intrusion) score:

“(flag = S0, service = http, dst host = victim), (flag = S0, service = http,
dst host = victim) → (flag = S0, service = http, dst host = victim) [0.93,
0.03, 2].” This means that 93% of the time, after two http connections with
S0 flag are made to host victim, within 2 seconds from the first of these two,
the third similar connection is made; and this pattern occurs in 3% of the
data. Accordingly, the feature construction algorithm parses the pattern fea-
tures: “a count of connections to the same dst host in the past 2 seconds,”
and among these connections, “the percentage of those that have the same
service, and the percentage of those that have the S0 flag.” For the two “per-
centage” features, the normal connection records have values close to 0, but
the connection records belonging to syn flood have values above 80%. Once
these discriminative features are constructed, it is easy to generate the detec-
tion rules via either manual (i.e., hand-coding) or automated (i.e., machine
learning) techniques. For example, we use RIPPER, W.W. Cohen et al., in
1995, an inductive rule learner, to compute a detection rule for syn flood
using these extracted features: if for the past 2 seconds, the count of connec-
tions to the same dst host is greater than 4; and the percentage of those that
have the same service is greater than 75%; and the percentage of those that
have the “S0” flag is greater than 75%, then there is a syn flood attack.

25.2.3 Artificial Anomaly Generation

A major difficulty in using machine learning methods for anomaly detection
lies in making the learner discover boundaries between known and unknown
classes. Since there are no examples of anomalies in the training data (by defin-
ition of anomaly), a machine-learning algorithm will only uncover boundaries
that separate different known classes in training data. A machine-learning
algorithm will not specify a boundary between the known data and unseen
data (anomalies). We present the technique of artificial anomaly generation



25.2 Real Time Data Mining-Based Intrusion Detection Systems 635

to enable the traditional learners to detect anomalies. Artificial anomalies are
injected into the training data to help the learner discover a boundary around
the original data. All artificial anomalies are given the class label anomaly.
The approach to generating artificial anomalies focuses on “near misses,” in-
stances that are close to the known data, but are not in the training data. We
assume the training data are representative, hence near misses can be safely
assumed to be anomalous.

Since we do not know where the exact decision boundary is between the
known and anomalous instances, we assume that the boundary may be very
close to the existing data. To generate the artificial anomalies close to the
known data, a useful heuristic is to randomly change the value of one feature
of an example to a value that does not occur in the data while leaving the
other features unaltered.

Some regions of known data in the instance space may be sparsely popu-
lated. We can think of the sparse regions as small islands and dense regions as
large islands in an ocean. To avoid overfitting, learning algorithms are usually
biased toward discovering more general models. Since we only have known
data, we want to prevent models from being overly general when predicting
these known classes. That is, we want to avoid the situation where sparse
regions may be grouped into dense regions to produce singularly large regions
covered by overly general models. It is possible to produce artificial anomalies
around the edges of these sparse regions and coerce the learning algorithm to
discover the specific boundaries that distinguish the regions from the rest of
the instance space. In other words, we want to generate data that will amplify
these sparse regions.

Sparse regions are characterized by infrequent values of individual fea-
tures. To amplify sparse regions, we proportionally generate more artificial
anomalies around sparse regions depending on their sparsity using Distrib-
ution Based Artificial Anomaly algorithm (DBA2) in W. Fan, PhD thesis,
2001. The algorithm uses the frequency distribution of each feature’s values
to proportionally generate a sufficient amount of anomalies.

25.2.4 Combined Misuse and Anomaly Detection

Traditionally, anomaly detection and misuse detection are considered sepa-
rate problems. Anomaly detection algorithms typically train over normal data
while misuse algorithms typically train over labeled normal and intrusion data.
Intuitively a hybrid approach should perform better; in addition, it has the
obvious efficiency advantages in both model training and deployment than
using two different models. We use the artificial anomaly generation method
to create a single model that is both a misuse and anomaly detection method.
This allows us to use traditional supervised inductive learning methods for
both anomaly detection and misuse detection at the same time. We train a
single model from a set of data that contains both normal records and records
corresponding to intrusions. In addition, we also generate artificial anomalies
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using the DBA2 algorithm and train the algorithm over the combined data
set. The learned model can detect anomalies and intrusions concurrently.

We learn a single rule set for combined misuse and anomaly detection.
The rule set has rules to classify a connection to be normal, one of the known
intrusion classes, or anomaly. In order to evaluate this combined approach, we
group intrusions together into a number of small clusters. We create multiple
data sets by incrementally adding each cluster into data set and regenerating
artificial anomalies. This is to simulate the real-world process of developing
and discovering new intrusions and incorporating them into the training set.
We learn models that contain misuse rules for the intrusions that are known in
the training data, anomaly detection rules for unknown intrusions in left-out
clusters, and rules that characterize normal behavior.

We have seen that the detection rates of known intrusions classified by
misuse rules in models learned with and without artificial anomalies are in-
distinguishable or completely identical. This observation shows that the pro-
posed DBA2 method does not diminish the effectiveness of misuse rules in
detecting particular categories of known intrusions.

25.2.5 Efficiency

In typical applications of data mining to intrusion detection, detection models
are produced off-line because the learning algorithms must process tremendous
amounts of archived audit data. These models can naturally be used for off-line
intrusion detection (i.e., analyzing audit data off-line after intrusion detection
should happen in real time, as intrusions take place, to minimize security
compromises). In this section, we discuss the approaches to make data mining-
based ID models work efficiently for real-time intrusion detection.

In contrast to off-line IDSs, a key objective of real-time IDS is to detect
intrusions as early as possible. Therefore, the efficiency of the detection model
is a very important consideration. Because the data mining-based models are
computed using off-line data, they implicitly assume that when an event is
being inspected (i.e., classified using an ID model), all activities related to the
event have completed so that all features have meaningful values available for
model checking. As a consequence, if we use these models in real time without
any modification, then an event is not inspected until complete information
about that event has arrived and been summarized, and all temporal and sta-
tistical features are computed. This scheme can fail miserably under real-time
constraints. When the volume of an event stream is high, the amount of time
taken to process the event records within the past n seconds and calculate
statistical features is also very high. Many subsequent events may have termi-
nated (and thus completed with attacks actions) when the “current” event is
finally inspected by model. That is, the detection of intrusions is severely de-
layed. Unfortunately, DoS attacks, which typically generate a large amount of
traffic in a very short period time, are often used by intruders to first overload
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an IDS and use the detection delay as a window of opportunity to quickly per-
form their malicious intent. For example, they can even seize control of the
host on which the IDS lives, thus eliminating the effectiveness of intrusion
detection altogether.

It is necessary to examine the time delay associated with computing each
feature in order to speed up model evaluation. The time delay of a feature
includes not only the time spent for its computation, but also the time spent
waiting for its readiness (i.e., when it can be computed). For example, in the
case of network auditing, the total duration of a network connection can only
be computed after the last packet of the connection has arrived, whereas the
destination host of a connection can be obtained by checking the header of
the first packet.

From the perspective of cost analysis, the efficiency of an intrusion detec-
tion model is its computational cost, which is the sum of the time delay of
the features used in the model. Based on the feature construction approaches
discussed in previous section, we can categorize features used for network
intrusion detection into 4 cost levels:

• Level 1 features can be computed from this packet, e.g., the service.
• Level 2 features can be computed at any point during the life of the con-

nection state (SYN WAIT, CONNECTED, FIN WAIT, etc.).
• Level 3 features can be computed at the end of the connection, using

only the information about the connection to be examined, e.g., the total
number of bytes sent from source to the destination.

• Level 4 features can be computed at the end of the connection, but re-
quire access to data of potentially many other prior connections. These
are temporal and statistical features and are the most costly to compute.

In order to conveniently estimate the cost of a rule, we assign a cost of 1
to the level 1 features, 5 to the level 2 features, 10 to level 3, and 100 to
level 4. These cost assignments are very close to the actual measurements we
have obtained via extensive real-time experiments. However, we have found
that the cost of computing the level 4 features is linearly dependent on the
amount of connections being monitored by the IDS within the time window
used for computation, as they require iteration of the complete set of recent
connections.

In this section, we discuss approaches to reduce computational cost and
improve the efficiency of the real-time intrusion detection models. Next, we
describe the techniques for cost-sensitive modeling and real-time system for
implementing distributed feature computation for evaluating multiple cost-
sensitive models.

25.2.6 Cost-Sensitive Modeling

In order to reduce the computational cost of IDS, detection rules need to use
low-cost features as often as possible while maintaining a desired accuracy
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level. We propose a multiple rule set approach in which each rule set uses the
features from different cost levels. Low-cost rules are always evaluated first
by IDS, and high-cost rules are used only when low-cost rules cannot predict
with sufficient accuracy.

In the domain of network intrusion detection, we use four different levels
of costs to compute features, as discussed in the pervious method. Features
of costs 1, 5, and 10 are computed individually and features of cost 100 can
be computed in a single lookup of all the connections in the past n seconds.
With the above costs and goals in mind, we use the following multiple rule
set approach:

• We first generate multiple training sets T1−4 using different feature sub-
sets. T1 uses only cost 1 features. T2 uses the features of costs 1 and 5,
and so forth, upto T4, which uses all available features.

• Rule sets R1−4 are learned using their respective training sets. R4 is learned
as an ordered rule set [An ordered rule set is in the form of “If condition1

then action1 else if condition2 then action2. . . .else actionn”. The rules
are checked sequentially. We typically place rule for the most prevalent
class, i.e., normal, as the first rule.] for its efficiency, as it may contain the
mostly costly features. R1−3 are learned as unordered rule sets [An un-
ordered rule set is in the form of “If condition1 then action1; if condition2

then action2;. . . . . . .If conditionn then actionn”the rules can be checked
in parallel], as they will contain accurate rules for classifying normal con-
nections.

• A precision measurement pr [Precision describes how accurate a prediction
is. Precision is defined as p = |P∩W||P|, where P is the set of predictions
with label i, and W is the set of all instances with label i in the data set]
is computed for every rule r, expect for rules in R4.

• A threshold value τI is obtained for every single class, which determines
the tolerable precision required in order for a classification to be made by
any rule set except for R4.

In real-time execution, the feature computation and rule evaluation proceed
as follows:

• All cost 1 features used in R1 are computed for the connection being
examined. R1 is then evaluated and prediction time i is made.

• If pr > τI, the prediction i is fired. In this case, no more features are
computed and the system examines the next connection. Otherwise, ad-
ditional features required by R2 are computed and R2 is evaluated in the
same manner as R1.

• Evaluation continues with R3, followed by R4, until the prediction is made.
• When R4 (an ordered rule set) is reached, features are computed as needed

while evaluation proceeds from the top of the rule set to the bottom. The
evaluation of R4 does not require any firing condition and will always
generate a prediction.
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In the experiments, they used data from the 1998 DARPA evaluation. The
detailed experimental set up and results can be found in W. Lee et al., in 2000.
In summary, the multiple model approach can reduce the computational cost
by as much as 97% without compromising predictive accuracy, where the
cost for inspecting a connection is the total computational cost of all unique
features used before a prediction is made. If multiple features of cost 100 are
used, the cost is counted only once since they can all be calculated in a single
iteration through the table of recent connections.

25.2.7 Distributed Feature Computation

We have implemented a system that is capable of evaluating a set of cost-
sensitive models in real time. This system uses a sensor for extracting light-
weight, or “primitive” features from raw network traffic data to produce con-
nection records, and then offloads model evaluation and higher level feature
computation to a separate entity, called JUDGE. The motivation for offload-
ing this computation and evaluation is that it is quite costly and we do not
wish to overburden the sensor (in this case a packet-sniffing engine).

JUDGE uses models that have been learned using the techniques described
previously. That is, there exists a sequence of models, each of which uses in-
creasingly more costly features than the previous model. Models are evaluated
and higher level features are computed at different points in a connection by
JUDGE as more primitive features become available.

The sensor informs JUDGE of new feature values, or updates to fea-
ture values that are maintained throughout the connection’s life, whenever
there is a change in the connection’s state (e.g., a connection has gone from
SYN WAIT to CONNECTED). Sensors also update certain feature values
whenever there is an “exception” event. Exceptions are certain occurrences,
which should immediately update the value of a specific feature. For example,
if two fragmented packets come in and the offsets for defragmentation are
correct, the bad frag offset feature must be updated immediately.

Upon each state change and exception event, JUDGE computes the set of
features that are available for the given connection. If the set of features is
a proper subset of set of light-weighted features, (the level 1 and 2 features
described earlier) used by one of the ID models, then higher level features
are computed and that model is evaluated. The logic for determining when a
prediction is made is the same as described before.

Once a prediction is made by JUDGE a complete connection record, with
the label, is inserted into a data warehouse as described in the system archi-
tecture outlined previously. We have currently implemented this system using
NFR’s Network Flight Recorder as the sensor, although the protocol for com-
munication between the sensor and JUDGE would allow any sensor, which
extracts features from a data stream to be used.
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Usability

A data mining-based IDS is significantly more complex than a traditional
system. The main cause for this is that data mining systems require large
sets of data from which to train. The hope to reduce the complexity of data
mining systems has led to many active research areas.

First, management of both training and historical data sets is a difficult
task, especially if the system handles many different kinds of data. Second,
once new data has been analyzed, models need to be updated. It is imprac-
tical to update models by retraining over all available data, as retraining can
take weeks, or even months, and updated models are required immediately to
ensure the protection of the systems. Some mechanism is needed to adapt a
model to incorporate new information. Third, many data mining-based IDSs
are difficult to deploy because they need a large set of clean (i.e., not noisy)
labeled training data. Typically the attacks within the data must either be
manually labeled for training signature detection models, or removed for train-
ing anomaly detection models. Manually cleaning training data is expensive,
especially in the context of large networks. In order to reduce the cost of de-
ploying a system, we must be able to minimize the amount of clean data that
is required by the data mining process.

We present an approach to each of these problems. We use the technique
adaptive learning, which is a generic mechanism for adding new information
to a model with out retraining. We employ unsupervised anomaly detection,
which is a new class of intrusion detection algorithms that do not rely on
labeled data. In the next section, we present a system architecture, which
automates model and data management.

Adaptive Learning

We propose to use ensembles of classification models (R1,...,R4 described ear-
lier is an example of an ensemble of classification models) as a general and
algorithm-independent method to adapt the existing models in order to detect
newly established patterns. The goal is to improve the efficiency of both learn-
ing and deployment. In reality, when a new type of intrusion is discovered,
it is very desirable to be able to quickly adjust an existing detection system
to detect the new attack, even if the adjustment is temporary and may not
detect the new attack.

At the same time, after we have at least some method of defense, we can
look for possibly better ways to detect the attack, which involves recomputing
the detection model and may take much longer period of time to compute.
When a better model is computed, we may choose to replace the temporary
model. For such purposes, we seek a “plug-in” method, i.e., we efficiently
generate a simple model that is only good at detecting the new intrusion, and
plug or attach it to the existing models to enable detection of new intrusions.
Essentially, we efficiently generate a lightweight classifier (i.e., classification
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• If (H1 (x) = normal) V (H1 (x) = anomaly) then   
- if H2 (x) = normal 

then output ← H1 (x) (normal or anomaly)   
- else output ←new_intrusion

• elseoutput ←H1(x) 

Fig. 25.1. Ensemble-based Adaptive Learning Configuration

model) for the new pattern. The existing main detection model remains the
same. When the old model detects an anomaly, this data record is sent to
the new classifier for further classification. The final prediction is the function
of both the old classifier and the new classifier. Computing the new classifier
is significantly faster than generating a monolithic model for all established
patterns and anomalies.

In one such configuration, given an existing classifier H1, an additional
classifier, H2, is trained from data containing normal records and records
corresponding to the new intrusion. We refer to H1 as the existing IDS model,
while H2 refers to a new model trained specifically for a new or recently
discovered attack. The decision rules in Fig. 25.1 are evaluated to compute
the final outcome. This method is independent of the actual model building
algorithm. Each classifier can be anything from a decision tree, a rule-based
learner, to a neural network, etc.

We have experimented with different configurations to test the effective-
ness of this approach. The cost of training of the proposed method (as mea-
sured in cost-sensitive modeling) is almost 150 times less expensive than learn-
ing a monolithic classifier trained from all available data, and the accuracy of
both essentially equivalent.

Unsupervised Learning

Traditional model building algorithms typically require a large amount of la-
beled data in order to create effective detection models. One major difficulty
in deploying a data mining-based IDS is the need for labeling system audit
data for the use by these algorithms. For misuse detection systems, the data
needs to be accurately labeled as either normal or attack. For anomaly de-
tection system, the data must be verified to ensure it is completely normal,
which requires the same effort. Since models (and data) are specific to the
environment on which the training data was gathered, this cost of labeling
the data must be incurred for each deployment of the system.

Ideally, we would like to build detection models from the collected data
without needing to manually label it. In this case, the deployment cost would
greatly be decreased because the data would not need to be labeled. In order to
build these detection models, we need a new class of model building algorithm.
These model-building algorithms can take as input unlabeled data and create
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a detection model. We call these algorithms unsupervised anomaly detection
algorithms.

In this section, we present the problem of unsupervised anomaly detection
and relate it to the problem of outlier detection in statistics. We present an
overview of two unsupervised anomaly detection algorithms that have been
applied to intrusion detection.

These algorithms can be also referred to as anomaly detection over noisy
data. The reason the algorithm must be able to handle noise in the data is that
we do not want to manually verify that the audit data collected is absolutely
clean (i.e., contains no intrusions).

Unsupervised anomaly detection algorithms are motivated by two major
assumptions about the data, which are reasonable for intrusion detection. The
first assumption is that anomalies are very rare. This corresponds to the fact
that normal use of the system greatly outnumbers the occurrence of intrusions.
This means that the attacks compose relatively small proportion of the total
data. The second assumption is that the anomalies are quantitatively different
from the normal elements. In intrusion detection this corresponds to the fact
that attacks are drastically different from the normal usage.

Since anomalies are very rare and quantitatively different from the normal
data, they stand out as outliers in the data set. Thus, we can cast the problem
of detecting the attacks into an outlier detection problem. Outlier detection
is the focus of much literature in the field of statistics.

In intrusion detection, intuitively, if the ratios of attacks are different to
normal data is small enough, then because the attacks are different, the attacks
stand out against the background of normal data. We can thus detect the
attack within the data set.

We have performed experiments with two types of unsupervised anom-
aly detection algorithms, each for a different type of data. We applied
probabilistic-based unsupervised anomaly detection algorithm to build detec-
tion models over the system calls and a clustering-based unsupervised anomaly
detection algorithm for network traffic.

The probabilistic approaches to detect outliers are by estimating the likeli-
hood of each element in the data. We partition the data into two sets, normal
elements and anomalous elements. Using a probability-modeling algorithm
over the data, we compute the most likely partition of the data.

The clustering approach detects the outliers by clustering the data. The
intuition is that the normal data will cluster together because there is a lot
of it. Because anomalous data and normal data are very different from each
other, they do not cluster together. Since there is very little anomalous data
relative normal data, after clustering, the anomalous data will be in the small
clusters. The algorithm first clusters the data and then labels the smallest
clusters as anomalies.
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25.2.8 System Architecture

The overall system architecture is designed to support a data mining-based
IDS with the properties described throughout this section. As shown in
Fig. 25.2, the architecture consists of sensors, detectors, a data warehouse,
and a model generation component. This architecture is capable of support-
ing data gathering, sharing, and analysis, and also data archiving and models
generation and distribution.

The system is designed to be independent of the sensor data format and
model representation. A piece of sensor data can contain an arbitrary number
of features. Each feature can be continuous or discrete, numerical, or symbolic.
In this framework, a model can be anything from a neural network, to a set
of rules, to a probabilistic model. To deal with this heterogeneity, an XML
encoding is used so each component can easily exchange data and/or models.

The design was influenced by the work in standardizing the message for-
mats and protocols for IDS communication and collaboration: the Common
Intrusion Detection Framework (CIDF, funded by DARPA) and the more re-
cent Intrusion Detection Message Exchange Format (IDMEF by the Intrusion
Detection Working Group of IETF, the Internet Engineering Task Force).
Using CIDF or IDMEF, IDSs can securely exchange attack information, en-
coded in the standard formats, to collaboratively detect distributed intrusions.
In the architecture, data and model exchanged between the components are

raw data 

Sensor Detector 

formatted  
  data Model

 Data
Warehouse 

Formatted    model 

data

Adaptive 
Model
Generator   

Fig. 25.2. The Architecture of Data Mining-based IDS
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encoded in our standard message format, which can be trivially mapped to
either CIDF or IDMEF formats. The key advantage of the architecture is its
high performance and scalability. That is, all components can reside in the
same local network, in which case, the work load is distributed among the
components; or the components can be in different networks, in which case,
they can also participate in the collaboration with other IDSs in the Internet.
In the following sections we describe the components depicted in Fig. 25.2 in
more detail.

Sensor

Sensors observe raw data on a monitored system and compute feature for use
in model evaluation. Sensors insulate the rest of the IDS from the specific low-
level properties of the target system being monitored. This is done by having
all of the sensors implement a Basic Auditing Module (BAM) framework. In
a BAM, features are computed from the raw data and encoded in XML.

Detectors

Detectors take processed data from sensors and use a detection model to
evaluate the data and determine if it is an attack. The detectors also send
back the result to the data warehouse for further analysis and report.

There can be several (or multiple layers of) detectors monitoring the same
system. For example, work loads can be distributed to different detectors to
analyze events in parallel. There can also be a “back-end” detector, which
employs very sophisticated models for correlation or trend analysis, and sev-
eral “front-end” detectors that perform quick and simple intrusion detection.
The front-end detectors keep up with high-speed and high-volume traffic and
must pass data to the back-end detector to perform more thorough and time-
consuming analysis.

Data warehouse

The data warehouse serves as a centralized storage for data and models. One
advantage of a centralized repository for the data is that different components
can manipulate the same piece of data asynchronously with the existence of
a data base, such as off-line training and manually labeling. The same type
of components, such as multiple sensors, can manipulate data concurrently.
Relational database features support “stored procedure calls,” which enable
easy implementation of complicated calculation, such as efficient data sam-
pling carried out automatically on the server.

Arbitrary amount of sensor data can also be retrieved by a single SQL
query. Distribution of detection models can be configured to push or pull.
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The data warehouse also facilitates the integration of data from multiple
sensors. By correlating data/results from different IDSs or data collected over
a longer period of time, the detection of complicated and large scale attacks
becomes possible.

Model Generator

The main purpose of the model generator is to facilitate the rapid development
and distribution of new intrusion detection models. In this architecture, an
attack detected first as an anomaly may have its exemplary data processed by
the model generator, which in turn, using the archived normal and intrusion
data sets from the data warehouse, automatically generates a model that can
detect the new intrusion and distributes it to the detectors (or any other
IDSs that may use these models). Especially useful are unsupervised anomaly
detection algorithms because they can operate on unlabeled data that can be
directly collected by the sensors.

We have successfully completed a prototype implementation of a data
mining and CIDF-based IDS. In this system, a data mining engine equipped
with feature extraction programs and machine learning programs serves as the
model generator for several detectors. It receives audit data for anomalous
events from a detector, computes patterns from the data, compares them
with historical normal patterns to identify the “unique” intrusion patterns,
and constructs features accordingly. Machine learning algorithms are then
applied to compute the detection model, which is encoded as GIDO and sent
to all the detectors. Much of the design and implementation efforts had been
on extending the common intrusion detection models (CISL). In preliminary
experiments the generator is able to produce and distribute new effective
models upon receiving audit data.

Related Work

The research encompasses many areas of intrusion detection, data mining,
and machine learning. In this section, we briefly compare our approaches with
related efforts.

In terms of feature construction for detection models, DC-1 (Detector Con-
structor, T. Fawcett et al., 1997) first invokes a sequence of operation for
constructing features (indicators) before constructing a cellular phone fraud
detector (a classifier). We are faced with a more difficult problem here be-
cause there is no standard record format for connection or session records (we
had to invent our own). We also need to construct temporal and statistical
features not just for individual records, but also different connections and ser-
vices. That is, we are modeling different logical entities that take on different
roles and whose behavior is recorded in great detail. Extracting these from
a vast and overwhelming stream of data adds considerable complexity to the
problem.
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The work most similar to unsupervised model generation is a technique
developed at SRI in the Emerald system. Emerald uses the historical records to
build normal detection models and compares the distributions of new instances
to historical distributions. Discrepancies between the distributions signify an
intrusion. One problem with this approach is that intrusions present in the
historical distributions may cause the system to not detect similar intrusions
in unseen data.

Related to automatic model generation is adaptive intrusion detection.
Teng et al. (1990) perform adaptive real-time anomaly detection using in-
ductively generated sequential patterns. Also relevant is Sobirey’s work on
adaptive intrusion detection using an expert system to collect data from au-
dit sources.

Many different approaches to building anomaly detection models have been
proposed. Stephanie Forrest presents an approach for modeling normal se-
quences using look-ahead pairs and contiguous sequences. Helman and Bhan-
goo present a statistical method to determine sequences, which occur more
frequently in intrusion data as opposed normal data. Lee et al. use a predic-
tion model trained by a decision tree applied over the normal data. Ghosh and
Schwarzbard use the neural networks to model normal data. Lane and Brod-
ley examine unlabeled data for anomaly detection by looking at user profiles
and comparing the activity during an intrusion to the activity under normal
use.

Cost-sensitive modeling is an active research area in data mining and ma-
chine learning communities because of the demand from application domains
such as medical diagnosis and fraud and intrusion detection. Several tech-
niques have been proposed for building optimized for given cost metrics. In our
research we study the principles behind these general techniques and develop
new approaches according to the cost models specific to IDSs. In intrusion
data representation, related work is the IETF Intrusion Detection Exchange
Format project and CIDF effort.

25.3 Summary

Although only a few companies currently have data mining systems checking
their audit records, the number is expected to dramatically increase in the near
future as companies desperately try to ensure that their computer systems are
secure from intrusion.

In this section, we have outlined the breadth of the research efforts to
address important and challenging issues of accuracy, efficiency, and usability
of real-time IDSs.

We have implemented feature extraction and construction algorithms for
labeled audit data (i.e., when both normal and intrusion data sets are given).
We are implementing algorithms for unlabeled data (which can be purely
normal or possibly containing unknown intrusions).
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We have developed several anomaly detection algorithms. In particular,
we have completed the implementation of and extensive experimentation
with “artificial anomaly generation” approaches. We are exploring the use
of information-theoretic measures, i.e., entropy, conditional entropy, relative
entropy, information gain, and information cost to capture intrinsic character-
istics of normal data and use such measures to guide the process of building
and evaluating anomaly detection models. We are also developing efficient
approaches that use statistics on packet header values for network anomaly
detection.

We studied the computational costs of features and models and have im-
plemented a multiple model-based approach for building models that incurs
minimal computational cost while maintaining accuracy. We have also devel-
oped a real-time system, “Judge,” for evaluating models learned using this
method.

We are developing adaptive learning algorithms to facilitate model con-
struction and incremental updates. We are also developing unsupervised
anomaly detection algorithms to reduce the reliance on labeled training data.
We have completed the design and specification of our system architecture
with sensor, detector, data warehouse, and modeler components. A prototype
system has been implemented and we will continue to build on and experiment
with this system.

We are developing algorithms for data mining over the output of multiple
sensors. This is strongly motivated by the fact that single sensors do not
typically observe entire attack scenarios. By combining the information from
multiple sensors we hope to improve detection accuracy.

The ultimate goal of the research is to not only to demonstrate the advan-
tages of our approaches but also to provide useful architectures, algorithms,
and tool sets to the community to build better IDSs in less time and with
greater ease. Toward this end, we are integrating the feature construction and
unsupervised anomaly detection algorithms into the model generator, and
building detectors that are equipped with misuse and anomaly detection al-
gorithms. We are deploying the prototype IDS on real-world networks in order
to improve the techniques.

A serious limitation of the current approaches (as well as with most ex-
isting IDSs) is that we only do intrusion detection at the network or sys-
tem level. However, with the advent and rapid growth of e-commerce (or
e-business) and e-government (or digital government) applications, there is
an urgent need to do intrusion and fraud detection at the application level.
This is because many attacks may focus on applications that have number
effect on the underlying network or system activities. We have previously suc-
cessfully developed data mining approaches for credit card fraud detection.
We plan to start research efforts on IDSs for e-commerce and e-government
applications in the near future. We anticipate that we will be able to ex-
tend our current approaches to develop application-level IDSs because the
system architecture and many of our data mining algorithms are generic



648 25 Data Mining in Security

(i.e., data format independent). For example, we can develop (and deploy)
a sensor for a specific application, and extend the correlation algorithms,
with application domain knowledge, in the detectors to combine evidence
from the application and the underlying system in order to detect intrusion
and frauds. The relevant reports detailing the results described in this case
study can be found at http://www.csc.ncsu.edu/faculty/lee/project/id.html,
http://www.cs.columbia.edu/ids, and http://www.cs.fit.edu/∼pkc/id.

Thus this section has given an overview on data mining in security and
real-time data mining-based intrusion detection system case study.

Review Questions

1. How is data mining used in security systems?
2. With a case study explain data mining intrusion detection systems (IDSs).
3. Draw the architecture of data mining based IDS and explain.
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Data Mining Research Projects

Abstract. We all live in the information age. The amount of information being
collected by businesses, companies, and agencies is large. Recent advances in tech-
nologies to automate and improve data collection have only increased the volumes
of data. The need for collecting data is to extract useful information. Data mining is
primarily the process of knowledge discovery in databases. The data of interest is the
previously unknown and potentially useful information contained in the database.
Data mining therefore has become a research area of interest to effectively answer
to this need. We present the data mining research projects collected from various
universities and laboratories.

A.1 National University of Singapore: Data Mining
Research Projects

A.1.1 Cleaning Data for Warehousing and Mining

Data from real-world sources are often erroneous, incomplete, and inconsis-
tent, which can result from operator error, system implementation flaws, etc.
Such low-quality data is not suitable for effective data mining. Data cleaning
has been identified as an important problem. However, little progress has been
made thus far. In this project, we study the issues related to data cleaning
with the aim of developing an engineering approach that can be useful to the
user. The project consists of three phases:

• Identify and categorize the possible errors in data from multiple sources;
• Survey the available and potentially usable techniques to address the prob-

lem; and
• Develop a system that can identify and resolve some of the errors. (Contact

person. Dr. Lu. Hongjun.)
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A.1.2 Data Mining in Multiple Databases

It is common that many databases are kept in an organization. They are
collected to serve different purposes. Data mining in individual databases has
attracted a lot of attention. Some encouraging results have been achieved.
It is time now to consider how we can make use of all the databases in an
organization for data mining. Many issues remain unresolved. Significant ones
are:

• Will one database help in the data mining of another database?
• How can we consider multiple databases simultaneously for data mining?
• Can current data mining techniques help in this new situation or should

we develop new techniques?
• What is so special about mining of multiple databases? (Contact person

Dr. Liu Huan.)

A.1.3 Intelligent WEB Document Management Using
Data Mining Techniques

With the development of Internet/Web technology, the volume of Web doc-
uments increases dramatically. Effective management of the documents is
becoming an important issue. The objective of this project is to build an
intelligent system that can help Web masters manage Web documents so that
they can serve the users better. We first survey the available and potentially
useful techniques for discovering access patterns of Web documents stored in
an information provider’s Web server. The major issues include establishing
measurements and heuristics on user access patterns and developing tech-
niques to discover and maintain such discovered patterns. The results are then
expanded in the direction of using the discovered user access patterns to man-
age Web documents so that information subscribers can access information
of interest more efficiently. Techniques to be investigated include clustering
of web documents, prefetching and caching, and customized linkage of Web
documents. (Contact person: Dr. Lu. Hongjun.)

A.1.4 Data Mining with Neural Networks

While the use of neural networks for pattern classification has been common
in practice, neural networks have not been widely applied in data mining
applications. The reason is that neural network decision process is not easily
explainable in terms of rules that human experts can verify. In the past two
years, we have investigated the problem of extracting rules from trained neural
networks. Our results have been encouraging. The rules extracted by our
algorithms are not only more concise than those generated from decision trees,
but are, in general, more accurate. (Contact person: Dr. Rudy Setiono.)
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A.1.5 Data Mining in Semistructured Data

As the amount of data available on-line grows rapidly, more and more data
is semistructured and hierarchical, i.e., the data has no absolute schema fixed
in advance, and whose structure may be irregular or incomplete. Semistruc-
tured data arises when the source does not impose a rigid structure and when
the data is obtained by combining several heterogeneous data sources. As an
example of semistructured, hierarchical data source is the Web. Other exam-
ple of semistrucutured data include: the result of integrating heterogeneous
data sources, Bib Tex files, genome databases, drug and chemical structures,
libraries of programs, and more generally, digital libraries, and on-line doc-
umentation. The goal of this project is to develop a general framework of
mining associative patterns from semistructured and hierarchical data. (Con-
tact person: Dr. Wang Ke.)

A.1.6 A Data Mining Application – Customer Retention
in the Port of Singapore Authority (PSA)

“Consumer retention” is an increasingly pressing issue in today’s ever-
competitive commercial arena. This is especially relevant and important for
all sales and services related industries. Motivated by this real-world problem
in the context of the Port of Singapore Authority (PSA), our work proposed
a solution, which integrates the various techniques of data mining, such as
decision-tree induction, deviation analysis, and mining multiple concept-level
association rules to from an intuitive and novel approach to gauging cus-
tomer’s loyalty and predicting their likelihood of defection. Immediate actions
triggered by these “early warnings” are often the keys to the eventual reten-
tion of the customer’s involved. (Contact person: Dr. Liu Huan, Md. Farhad
Hussain, Ng Kian Sing.)

A.1.7 A Belief-Based Approach to Data Mining

The work focused on improving the existing “association rule” discovery tech-
nique for practical applications. This was motivated by a collaborative effort
with The Ministry of Education (MOE) to discover “interesting” knowledge in
the Gifted Education Program (GEP). Although the “Apriori” algorithm can
extract a large number of associative patterns, their sole reliance on the objec-
tive criteria of “support” and “confidence” for the generation of strong rules
has deprived the user of flexibility and control over what kind of rules is “inter-
esting” and specifically required. To overcome the deficiencies, we introduced
the subjective criterion of “payoff” and proposed a belief-based data mining
framework to incorporate the user’s preferences (transient requirements) and
beliefs (firm knowledge) into the process of association rule mining. With this,
we are also able to find interesting “reliable exceptions,” as opposed to only
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patterns having high predictive accuracy. This approach is further applied
into solving the “interestingness” problem for the other tasks of data mining,
such as “classification” and “correlation” rule mining. (Contact person: Dr.
Liu Huan, Md. Farhad Hussain, Ng Kian Sing.)

A.1.8 Discovering Interesting Knowledge in Database

Knowledge discovery is the extraction of implicit, previously unknown, and
potentially useful information from data. There is a growing realization and
expectation that data, intelligently analyzed and presented, will be a valuable
resource to be used for a competitive advantage. Over the past few years,
many techniques have been developed for the discovering of hidden knowledge
(which is normally expressed as patterns) in databases. While these techniques
were shown to be successful in numerous industrial applications, new problems
have also emerged. One of the problems is that it is all too easy to discover
a huge number of patterns in a database, and most of these patterns are
actually useless or uninteresting to the user. But because of the huge number,
it is difficult for the user to comprehend and to identify those patterns that
are useful to him/her. To prevent the user from being overwhelmed by the
large number of patterns, techniques are needed to identify those interesting
ones and/or to rank all the patterns according to their interestingness. In
this project, we study this problem and design techniques to perform the
identification and/or the ranking tasks. (Contact person: Dr. Liu Bing.)

A.1.9 Data Mining for Market Research

Data mining is the extraction of implicit, previously unknown, and potentially
useful information from data. It is now well realized that data, intelligently
analyzed and presented, will be a valuable resource to be used for a competi-
tive advantage. In marketing research, a marketing manager typically analyzes
customer data in order to target the right customers for his company’s prod-
ucts, to retain the profitable customers, and to attract new customers. There
is a growing field of research called database marketing that makes use of data
mining techniques to help marketing managers, to analyze the data to seg-
ment the market, to position their products, and to study customers buying
behaviors and patterns. (Contact person: Dr. Liu Bing.)

A.1.10 Data Mining in Electronic Commerce

Electronic commerce is the cutting edge of business today. It allows consumers
and companies to buy and sell on the computer network. Clearly, with the
electronic commerce, a huge amount of information can be generated and
collected, e.g., information about how customers search for products, what
they buy, how they make purchase decisions, etc. Such information can be
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analyzed and mined to discover interesting patterns. These patterns can then
be used to better serve customers and to help marketing and advertising
activities. (Contact person: Dr. Liu Bing.)

A.1.11 Multidimensional Data Visualization Tool

The amount of data stored in databases is growing very rapidly. It has been es-
timated that the amount of information in the world doubles every 20 months.
With this flood of data, there is a growing realization and expectation that
data, intelligently analyzed and presented, will be a valuable resource to gain
a competitive advantage. Many approaches have been proposed ranging from
artificial intelligence techniques to visualization techniques. In essence, data
visualization techniques extend the capability of traditional business graph-
ics to support the visualization of multidimensional data. It uses graphical
methods to transform multidimensional databases into images, which allow
patterns inherent in the data to reveal themselves. In this project, the stu-
dent is first to survey the existing data visualization techniques. A subset of
the techniques will be selected for implementation. These techniques will be
tested against a few real-life databases. As an extension of this project, the
student is expected to derive and implement an improved visualization tool
for the real-life databases. (Contact person: Dr. Wynee Hsu.)

A.1.12 Clustering Algorithms for Data Mining

Knowledge discovery is the extraction of implicit, previously unknown, and
potentially useful information from data. Databases have now been used al-
most in every area. The amount of data stored in databases is growing very
rapidly. With this flood of data, clearly little of it will be seen by human eye.
If it will be understood at all, it will have to be analyzed by computers. One
interesting aspect that can be gathered from data is the clustering informa-
tion. Clustering tries to identify a finite set of categories or clusters in the
data. It groups data tuples together according to some similarity measures.
Clustering is seen as the discovery of “natural” classes in data. These classes
reflect basic causal mechanisms that make some tuples look more like each
other than the rest of the data tuples. In this project, the student is first to
study and implement several well-known clustering algorithms. He/she will
then conduct experiments to determine how well the algorithms performed
on different databases. As an extension of this project, the student will inves-
tigate how to improve the efficiency and accuracy of the clustering algorithms.
(Contact person: Dr. Wynee Hsu.)

A.1.13 Web Page Design for Electronic Commerce

Hon-part: In electronic commerce, well-designed Web pages will attract more
customer and business, and shorten on-line search time. In this project,
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we propose a framework for designing Web pages of directories/catalogs of
products. In the first stage, we propose an algorithm that, given a natural
categorization of products/services and frequencies of accessing product, finds
the optimal design of the Web pages for the products. We try to make this
a general framework. In the second stage, we implement this algorithm and
test its performance. Finally, we evaluate the framework. (Contact person:
Dr. Wang Ke.)

A.1.14 Data Mining Application on Web Information Sources

Hon-part: Data mining was ranked one of the top ten technologies in a recent
survey. Though most information are in the form of Web documents, espe-
cially those for electronic commerce, most data mining tools are only designed
for well-structured databases. This project looks into how the traditional data
mining tools can be used for Web information sources, and what extension
is needed. In other words, we address the issue of enlarging the application
domain of data mining technologies to those generated by electronic market
place and commerce. In some cases, existing data mining tools can be used. In
some other cases, data has to be preprocessed first. There are some initial ob-
servations and ideas on how these can be done. As an extension of this project,
this part enhances the flexibility and application of the proposed framework.
For example, by adding more components or removing assumptions, we can
apply the data mining tool designed to more diversifying information sources,
thus, make the tool more practically useful. (Contact person: Dr. Wang Ke.)

A.1.15 Data Mining in Finance

Data mining was ranked one of the top ten technologies in a recent survey.
Today, data mining is being increasingly applied in finance to support financial
asset management and risk management. Its use in computational finance will
have a major impact in the modeling of currency markets, in tactical asset
allocation, bound and stock valuation and portfolio optimization.

We start with a survey in data mining technologies and the background
of finance. We then identify the areas of finance in which data mining is par-
ticularly useful. Furthermore, we also look into new requirements and issues
of data mining in finance that are not typical of data mining in other fields,
such as time series requirements. Through this study, the student should be
able to argue whether price changes is predictable, and know how to apply a
suitable data mining tool in a certain situation, how to evaluate the result.
This will be done by one case study. (Contact person: Dr. Wang Ke.)

A.1.16 Document Summarization

In the electronic marketplace, one of the daily operations is summarizing text
documents according to different requirements. For example, a progress report
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highlighting achievements may be read by the department head, a detailed
version stressing research plans and potential applications may be read by the
research grant committee, a condensed statement stressing ongoing activities
and images may be released to visitors and the press.

We study a framework in which summarization can be automatic. A start-
ing point could be some requirements on the raw text from which the summa-
rization is performed. As new cases are presented, the system should learn new
patterns of different types of summarization. This can be done by involving
some user interaction. An interface will be built for presenting the summarized
documents and user instructors. We apply to summarize some real documents
and to verify its effectiveness. (Contact person: Dr. Wang Ke.)

A.1.17 Data Mining and Intelligent Data Analysis

Since data mining is still at relatively new research field, a great deal of re-
search and applications remains to be done. In this project, we aim to push this
technology further, and make National University of Singapore one of the key
contributors of this technology and Singapore industry one of the main users.

Data mining has been recognized as an important technology for busi-
nesses internationally. Locally, there are many companies in Singapore that
are interested in this technology. Few, however, have made much progress.
One key reason is that initial cost is high and no expertise is available. With
this project, we will have a pool of experts (with more to be trained) read-
ily available to help the local industry. In the past month, we conducted a
survey among some of our major local companies. The survey results show
that research done at the National University of Singapore. Half of the com-
panies are also willing to support and to participate in this proposed project
as collaborators. Thus, the main purposes of this project are:

• To develop new data mining techniques, and to improve upon existing
techniques.

• To build data mining tools (both generic and industry specific ones) that
can be readily used by industry users.

• To establish ourselves as a center of expertise for data mining research and
applications both locally and internationally.

Proposed Research Program

This proposed project consists of three main parts: basic and applied research,
data mining tool developments, and seminars/workshops for local industry.
Each of these parts will not be worked on in isolation. Instead each part will
complement the others. Below, we briefly describe the three parts.

Basic and Applied Research

In research, the group will investigate the following main projects simul-
taneously.
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Data Cleaning

Data from real-world sources are often erroneous, incomplete, and inconsis-
tent, which can result from operator error, system implementation flaws, etc.
Such low-quality data is not suitable for effective data mining. Data cleaning
has been identified as an important problem. However, little progress has been
made thus far. In this project, we study the issues related to data cleaning
with the aim of developing an engineering approach that can be useful to
the user. The project consists of three phases: (1) identify and categorize the
possible errors in data from multiple sources, (2) survey the available and po-
tentially usable techniques to address the problem; and (3) develop a system
that can identify and resolve some of the errors.

Data Mining in Multiple Databases

It is common that many databases are kept in an organization. They are
collected to serve different purposes. Data mining in individual databases has
attracted a lot of attention. Some encouraging results have been achieved.
It is time now to consider how we can make use of all the databases in an
organization for data mining. Many issues remain unresolved. Significant ones
are:

(1) Will one database help in the data mining of another database?
(2) How can we consider multiple databases simultaneously for data mining?
(3) Can current data mining techniques help in this new situation or should

we develop new techniques?
(4) What is so special about mining of multiple database?

Intelligent WEB Document Management Using Data Mining
Techniques

With the development of Internet/Web technology, the volume of web docu-
ments has increased dramatically. Effective management of the documents is
becoming an important issue. The objective of this project is to build an intel-
ligent system that can help Web masters manage Web documents so that they
can serve the users better. We first survey the available and potentially use-
ful techniques for discovering access patterns of Web documents stored in an
information provider’s Web server. The major issues include establishing mea-
surements and heuristics on user access patterns and developing techniques
of using the discovered user access patterns and developing techniques to dis-
cover and maintain such discovered patterns. The results are then expanded
in the direction of using the discovered user access patterns to manage Web
documents so that information subscribers can access information of interest
more efficiently. Techniques to be investigated include clustering of Web doc-
uments, prefetching and caching, and customized linkage of Web documents.
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Data Mining with Neural Networks

While the use of neural networks for pattern classification has been common
practice, neural networks processes have not been widely applied in data min-
ing applications. The reason is that neural network decision process is not
easily explainable in terms of rules that human experts can verify. In the past
two years, we have investigated the problem of extracting rules from trained
neural networks. Our results have been encouraging. The rules extracted by
our algorithms are not only more concise than those generated from decision
trees, but are, in general, more accurate. Our algorithms can extract rules of
the following forms:

Symbolic rules, e.g., if (married = yes) and (sex = male), then . . ...
MofN rules, e.g., if 2 of the 3 conditions {number of children is not more than

3, married more than 10 years, owns private property} are satisfied, then
. . ...

Oblique rules e.g., if (monthly salary – 1.5* monthly mortgage), then. . ...

In this project, we plan to implement these algorithms on a 32 processor
Fujitsu AP3000 parallel computer to speed up the training process.

Data Mining in Semistructured Data

As the amount of data available on-line grows rapidly, more and more data
is semistructured and hierarchical, i.e., the data has no absolute schema fixed
in advance, and whose structure may be irregular or incomplete. Semistruc-
tured data arises when the source does not impose a rigid structure and when
the data is obtained by combining several heterogeneous data sources. An
example of semistructured, hierarchical data source is the Web. Other exam-
ples of semistructured data include: the result of integrating heterogeneous
data sources, Bib Tex files, genome databases, drug and chemical structures,
libraries of programs, and more generally, digital libraries, and on-line docu-
mentation. Since there is no fixed schema in semistructured data, the conven-
tional data mining techniques that work with feature vector representation will
not be applicable. The goal of this project is to develop a general framework
of mining associative patterns from semistructured and hierarchical data.

Subjective Interestingness of the Discovered Patterns

Current research in data mining mainly focuses on the discovery algorithms
and visualization techniques. There is a growing awareness that, in prac-
tice, it is easy to discover a huge number of patterns in a database where
most of these patterns area actually obvious, redundant, and useless or un-
interesting to the user. To prevent the user from being overwhelmed by a
large number of uninteresting patterns, techniques are needed to identify only
the useful/interesting patterns and present them to the user. We have been
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working on this problem for the past two years. In this project, we conso-
lidate our findings and carry the research further to produce more effective
techniques to discover or to identify interesting patterns.

Data Mining Tool Developments

Parallel to our research effort, we have a group of programmers to develop a
set of data mining tools. The objective of this part of the program is to put
research into practice, i.e., building the next generation data mining systems
that can be readily used by industry users.

Mining from Image Databases

Images are a powerful means of conveying information to human. Hence, many
real-life applications involve processing and analyzing a large number of im-
ages. For example, in the terrain-matching applications, we have thousands
of images that are returned by the satellite, which need to be processed and
mapped; in the archeology domain, all ancient artifacts are photographed and
stored for efficient retrieval later on; in the medical domain, images such as
mammograms, ultrasound images, X-ray images, MRI images are already a
standard part of health care industry. In spite of the widespread use of images,
there is no effective query/retrieval technique for general image databases –
the main reason being that we do not understand the underlying relationships
between the low-level image features (that can be extracted using our current
image processing techniques) and the high-level image constructs that a hu-
man typically recognizes. In this project, we explore the feasibility of adapting
data mining techniques on image databases.

A.2 HP Labs Research: Software Technology Laboratory

A.2.1 Data Mining Research

Data mining is the process of finding interesting and valuable patterns in large
datasets. The discovery of these patterns draws upon such research fields as
machine learning, statistics, databases, information retrieval, and information
visualization, to name a few.

Emerging e-commerce activities have created an unprecedented need for
capabilities to discover, understand, and organize information and services on
the Internet. We are developing capabilities to intelligently manage structured
and unstructured information and distill nuggets of knowledge from them, so
as to revolutionize customer relationship management and enable innovative
supply chain structures and practices. We work with HP business units as
well as leading-edge external customers to identify exciting research problems
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and high-potential application opportunities. With a focus on building tech-
nologies to enable Smart Enterprises in the Internet age, we develop tools,
technologies, and applications, which become accessible as e-services.

Let us illustrate with some of the areas we are working on:

Data Mining and Machine Learning

• Cost and distribution sensitive learning

In real-world applications of data mining, we often face domains in which class
distributions are greatly skewed and classification error costs are unequal. In
these situations, evaluating classifiers is difficult because classification accu-
racy, the metric by which most evaluation is currently done, is misleading and
inadequate. To make matters worse, class distributions in these domains may
drift over time, and error costs may be known only approximately. We have
developed a framework, based on ROC analysis, which enables us to analyze
and visualize performance separately from assumptions about class distribu-
tions and error costs. This allows us to create robust machine learning systems
that can operate in changing, uncertain environments.

• Genetic Programming

Genetic programming is a machine-learning techniques that uses the metaphor
of natural selection to evolve arbitrarily complex programs that solve specific
problems. Here at Labs, we have developed (and are continuing to refine)
GPLab, a robust, powerful, and, above all, flexible platform for genetic pro-
gramming research, experimentation, and application. We are also conducting
fundamental research aimed at expanding the power of the genetic program-
ming paradigm as well as applying the technique to problems such as the
customer-specific optimization of Web-based interactions.

• Clustering Algorithms

Clustering algorithms are useful in application such as customer segmentation
and text mining. Some of our research efforts are aimed at designing new
clustering algorithms. For example, we have developed K-harmonic means,
which has been shown to be more robust when compared with the industry-
leading K-harmonic means robustness is due to the discovery of an objective
function that enables the search algorithm to gracefully break out of local
optimums that conventional algorithms are not capable of doing.

Most clustering algorithms are not designed to work with data that ex-
ceeds the size of main memory. Since we tend to apply these algorithms to
very large datasets, we have studied scalability issues. Some of our research
investigates parallelizing clustering algorithms. Other work involves divide-
and-conquer style clustering in the data stream model of computation, as well
as investigating the sample complexity of clustering.
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• Uncertainty and Difficulty of Learning

In most classification, diagnosis, and prediction problems, uncertainty plays
a significant role. We are interested in techniques for modeling this uncer-
tainty explicitly, for example, using Bayesian networks. We have extended
techniques for learning probabilistic models from operational (and therefore
dirty) data, and we have developed validation and explanation methods for
Bayesian networks. In additional, we are investigating models of cost or utility
in our solutions to these problems. Cost-sensitive learning, ROC analysis, mul-
tiattribute utility theory, and decision-theoretic predictive models are among
some of our areas of interest.

We are also investigating the question of “difficulty” of learning, i.e., to
what extent we can be sure that there are significant patterns hidden in the
dataset at all, such that we are presenting a meaningful task to any learning
algorithm.

Visualization, OLAP and Commerce Automation

• Visualization Techniques

We rely heavily on visualization techniques to guide researchers’ intuition,
and to provide much more intuitive ways for users to understand the mining
results. We are developing an information visualization platform, on which
templates for visualizing large amount of data can be plugged in and assembled
quickly to build visualization solutions.

We use several innovative techniques on this platform: (1) hidden visual
relationship and structures for un-cluttering displays; (2) simultaneous visual
presentations for high-dimensional knowledge discovery; and (3) self-organized
directed association visualization 3D system for items associations. These
techniques have been applied to several data mining visualization applica-
tions, such as topic hierarchy for document navigation, telecom switch mining,
Web-based trouble shooting, and e-business market basket analysis.

• OLAP (On-Line Analytical Processing)

OLAP is a technology for large-scale, multilevel, and multidimensional data
analysis. At HP Labs we are developing a data warehouse/OLAP frame-
work. Based on this framework, we are tackling issues like scaling the whole
operation chain, including data cleaning, loading, maintenance, access, and
analysis. Our framework is characterized by using OLAP servers as scal-
able computation engines rather than using them purely as front-end analyt-
ical tools. Special emphasis is placed on the scalability, incremental analysis,
OLAP programming, and OLAP-based data mining such as generating ex-
tended multilevel and multidimensional association rules. Applications of this
work include telecommunication traffic analysis, fraud detection, and calling
pattern generation; e-commerce service and customer behavior analysis and
profiling; and Web access analysis.
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• Commerce Automation

E-commerce applications involve parallel, heuristic, and dynamically varied
tasks that are orchestrated to facilitate automated, dynamic interenterprise
collaboration. To support such applications, we are developing a dynamic col-
laboration infrastructure called Common Business Automation (CBA) based
on a dynamic software agent framework.

Text Mining and Feature Engineering

• We are developing a complete framework for text mining, which takes into
account text cleaning and feature engineering. For example, we are inves-
tigating tools that help build a thesaurus of synonyms of terms specific to
a technical domain. We are learning the correlation between short, cryptic
descriptions of symptoms captured by customer support engineers and the
final diagnoses of the parts replaced. We are developing methods to enable
an enterprise to profile their customers better by categorizing and learn-
ing form their dialogs on the Web or with service agents. Finally, we are
also investigating methods for categorizing and clustering technical and
operational documents.

A.3 CRISP-DM: An Overview

A.3.1 Moving from Technology to Business

Despite the development of technology to support a huge database, the rapid
spread of computerization in all industries presents users with the problem of
interpreting vast amounts of data. Data mining provides a way of unlocking
the value hidden within. Although algorithms and tools abound, data mining
at present is more of an art than a well-understood, reliable process. There
exists no generally available, practical data mining process. This particularly
hinders data mining projects involving huge databases and is a major barrier
to infrastructure adoption of data mining by large corporate users.

CRISP-DM – “CRoss-Industry Standard Process for Data Mining” –
moves away from this focus on technology by addressing the needs of all levels
of users in developing data mining technology to solve business problems.
Starting from the embryonic knowledge discovery processes used in indus-
try today and responding directly to user requirements, this project defined
and validated a data mining process that is generally applicable in diverse
industry sectors. This will make large data mining projects faster, more effi-
cient, more reliable, more manageable, and less costly. CRISP-DM has been
kept sufficiently lightweight, however, to benefit even small-scale data mining
investigations. Issues addressed include:

• Mapping from business issues to data mining problems
• Capturing and understanding data
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• Identifying and solving problems within the data
• Applying data mining techniques
• Interpretation of data mining results within the business context
• Deployment and maintenance of data mining results
• Capture and transfer of expertise to ensure future projects benefit from

experience

As well as providing a process structure for carrying out data mining, the
project also aims to provide guidance on potential problems and solutions,
which can occur in mining projects.

A.3.2 Process Model

The current process model for data mining provides an overview of the life cy-
cle of a data mining project. It contains the corresponding phases of a project,
their respective tasks, and relationships between these tasks. At this descrip-
tion level, it is not possible to identify all relationships. There possibly exist
relationships between all data mining tasks depending on goals, background,
and interest of the user, and most importantly depending on the data. An
electronic copy of the CRISP-DM version 1.0 process guide and user manual
is available free of charge. This contains step-by-step directions, tasks, and
objectives for each phase of the data mining process.

The life cycle of a data mining project consists of six phases. The sequence
of the phases is not strict. Moving back and forth between different phases is
always required. It depends on the outcome of each phase, or which particular
task of a phase, that has to be performed next.

Below follows a brief outline of the phases:

• Business understanding

This initial phase focuses on understanding the project objectives and require-
ments from a business perspective, and then converting this knowledge into
a data mining problem definition, and a preliminary plan designed to achieve
the objectives.

• Data understanding

The data preparation phase starts with an initial data collection and proceeds
with activities in order to get familiar with the data, to identify data quantity
problems, to discover first insight into the data, or to detect interesting subsets
to form hypotheses for hidden information.

• Data preparation

The data preparation phase covers all activities to construct the final dataset
(data that will be fed into the modeling tools(s)) from the initial raw data.
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Data preparation tasks are likely to be performed multiple times, and not in
any prescribed order. Tasks include table, record, and attribute selection, as
well as transformation and cleaning of data modeling tools.

• Modeling

In this phase, various modeling techniques are selected and applied, and their
parameters are calibrated to optimal values. Typically, there are several tech-
niques for the same data mining problem type. Some techniques have specified
requirements on the form of data. Therefore, stepping back to the data prepa-
ration phase is often needed.

• Evaluation

At this stage in the project you have built a model (or models) that appears
to have high quality, from a data analysis perspective. Before proceeding to
final deployment of the model, it is important to more thoroughly evaluate the
model, and review the steps executed to construct the model, to be certain
it properly achieves the business objectives. A key objective is to determine
if there are some important business issues that have not been sufficiently
considered. At the end of this phase, a decision on the use of the data mining
results should be reached.

• Deployment

Creation of the model is generally not the end of the project. Even if the
purpose of the model is to increase knowledge of the data, the knowledge
gained will need to be organized and presented in a way that the customer
can use it. Depending on the requirements, the deployment phase can be as
simple as generating a report or as complex as implementing a repeatable data
mining process. In many cases it will be the customer, not the data analyst,
who will carry out the deployment steps. However, even if the analyst will not
carry out the deployment effort it is important for the customer to understand
up front what actions will need to be carried out in order to actually make
use of the created models.

A.4 Data Mining SuiteTM

The Data Mining SuiteTM is truly unique, providing the most powerful, com-
plete, and comprehensive solution for enterprise-wide, large-scale decision sup-
port. It leads to the world of discovery with the exceptional ability to directly
mine large multitable SQL databases.

The Data Mining Suite works directly on large SQL repositories with num-
ber need for sampling or extract files. It accesses large volumes of multi-
table relational data on the server, incrementally discovers powerful patterns,
and delivers automatically generated English text and graphs as explainable
documents on the intranet.
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The Data Mining Suite is based on a solid foundation with a total vision
for decision support. The three-tiered, server-based implementation provides
highly scalable discovery on huge SQL databases with well over 90% of the
computations performed directly on the server, in parallel if desired.

The Data Mining Suite relies on the genuinely unique mathematical foun-
dation we pioneered to usher in a new level of functionality for decision sup-
port. This mathematical foundation has given rise to novel algorithms that
work directly on very large datasets, delivering unprecedented power and func-
tionality. The power of these algorithms allows us to discover rich patterns of
knowledge in huge databases that could have never been found before.

With server-based discovery, the Data Mining Suite performs over 90%
of the analyses on the server, with SQL, C programs, and Java. Discovery
takes place simultaneously along multiple dimensions on the server and is not
limited by the power of the client. The system analyzes both relational and
multidimensional data, discovering highly refined patterns that reveal the real
nature of the dataset. Using built-in advanced mathematical techniques, these
findings are carefully merged by the system and the results are delivered to
the user in plain English, accompanied by tables and graphs that highlight
the key patterns.

The Data Mining Suite pioneered multidimensional data mining. Before
this, OLAP had usually been a multidimensional manual endeavor while data
mining had been a single dimensional automated activity. The Rule-based
Influences Discovery SystemTM bridged the gap between OLAP and data
mining. This dramatic new approach forever changed the way corporations
use decision support. No longer are OLAP and data mining viewed as separate
activities, but are fused to deliver maximum benefit. The patterns discovered
by the system include multidimensional influences and contributions, OLAP
affinities and associations, comparisons, trends, and variations. The richness of
these patterns delivers unparalleled business benefits to users, allowing them
to make better decisions than ever before.

The Data Mining Suite also pioneered the use of incremental pattern-base
population. With incremental data mining the system automatically discovers
changes in patterns as well as the patterns of change. For instance, each month
sales data is mined and the changes in the sales trends as well as the trends
of change in how products sell together are added to the pattern base. Over
time, this knowledge becomes a key strategic asset to the corporation.

The Data Mining Suite currently consists of these modules:

• Rule-based Influence Discovery
• Dimensional Affinity Discovery
• Trend Discovery Module
• Incremental Pattern Discovery
• Forensic Discovery
• The Predictive Modeler

These truly unique products are all designed to work together, and in concert
with the Knowledge Access SuiteTM.
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A.4.1 Rule-based Influence Discovery

The Rule-based Influence Discovery System is aware of both influences and
contributions along multiple dimensions and merges them in an intelligent
manner to produce very rich and powerful patterns that cannot be obtained
by either OLAP or data mining alone. The system performs multitable, dimen-
sional data mining at the server level, providing the best possible results. The
Rule-based Influence Discovery System is not a multidimensional repository,
but a data mining system. It accesses granular data in a large database via
standard SQL and reaches for multidimensional data via a ROLAP approach
of the user’s choosing.

A.4.2 Dimensional Affinity Discovery

The Affinity Discovery System automatically analyzes large datasets and
finds association patterns that describe how various items “group together”
or “happen together.” Flat affinity just tells us how items group together,
without providing logical conditions for the association. Dimensional (OLAP)
affinity is more powerful and describes the dimensional conditions under which
stronger item groupings take place. The Affinity Discovery System includes
a number of useful features that make it a unique industrial strength prod-
uct. These features include hierarchy and cluster definitions, exclusion lists,
unknown-value management, among others.

A.4.3 The OLAP Discovery System

The OLPA Discovery System is aware of both influences and contributions
along multiple dimensions and merges them in an intelligent manner to pro-
duce very rich and powerful patterns that cannot be obtained by either OLAP
or data mining alone. The system merges OLAP and data mining at the server
level, providing the best possible results. The OLAP Discovery System is not
an OLAP engine or a multidimensional repository, but a data mining system.
It accesses granular data in a large database via standard SQL and reaches for
multidimensional data via an OLAP/ROLAP engine of the user’s choosing.

A.4.4 Incremental Pattern Discovery

Incremental pattern Discovery deals with temporal data segments that grad-
ually become available over time, e.g., once a week, once a month, etc. Data
is periodically supplied to the Incremental Discovery System in terms of a
“data snap-shot,” which corresponds to a given time-segment, e.g., monthly
sales figures. Patterns in the data snapshot are found on a monthly basis and
are added to the pattern base. As new data becomes available (say once a
month) the system automatically finds new patterns, merges them with the
previous patterns, stores them in the pattern base, and notes the differences
from the previous time periods.
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A.4.5 Trend Discovery

Trend Discovery with the Data Mining Suite uncovers time-related patterns
that deal with change and variation of quantities and measures. The system
expresses trends in terms of time-grains, time-windows, slopes, and shapes.
The time-grain defines the smallest grain of time to be considered, e.g., a
day, a week, or a month. Time-windows define how time grains are grouped
together, e.g., we may look at daily trends with weekly windows, or we may
look at weekly grains with monthly windows. Slopes define how quickly a
measure is increasing or decreasing, while shapes give us various categories of
trend behavior, e.g., smoothly increasing vs. erratically changing.

A.4.6 Forensic Discovery

Forensic Discovery with the Data Mining Suite relies on automatic anomaly
detection. The system first identifies what is usual and establishes a set of
norms through pattern discovery. The transactions or activities that deviate
from the norm are then identified as unusual. Business users can discover
where unusual activities may be originating and the proper steps can be taken
to remedy and control the problems. The automatic discovery of anomalies
is essential in that ingenious tactics used to spread activities within multiple
transactions usually cannot be guessed beforehand.

A.4.7 Predictive Modeler

The Data Mining Suite Predictive Modeler makes predictions and forecasts
by using the rules and patterns, which the data mining process generates.
While induction performs pattern discovery to generate rules, the Predictive
Modeler performs pattern matching to make predictions based on the applica-
tion of these rules. The predictive models produced by the system have higher
accuracy because the discovery process works on the entire dataset and need
not rely on sampling.

The output from the seven-component products of the Data Mining Suite
is stored within the pattern base and is accessible with PQL: The Pattern
Query LanguageTM. Readable English text and graphs are automatically
generated in ASCII and HTML formats for the delivery on the inter/intranet.

The Data Mining Suite is distinguished by the following unique capa-
bilities:

• Direct access to very large SQL databases

The Data Mining Suite works directly on very large SQL databases and
does not require samples, extracts, and/ or flat files. This alleviates the prob-
lems associated with flat files which lose the SQL engine’s power (e.g., parallel
execution) and which provide marginal results. Another advantage of working
on an SQL database is that the Data Mining Suite has the ability to deal with



A.4 Data Mining SuiteTM 667

both numeric and non-numeric data uniformly. The Data Mining Suite does
not fix the ranges in numerical data beforehand, but finds ranges in the data
dynamically by itself.

• Multi-Table Discovery

The Data Mining Suite discovers patterns in multitable SQL databases
without having to join and build an extract file. This is a key issue in mining
large databases. The world is full of multitable databases, which cannot be
joined and meshed into a single view. In fact, the theory of normalization
came about because data needs to be in more than one table. Using single
tables is an affront to all the work of E.F. Codd on database design. If you
challenge the DBA in a really large database to put things in a single table
you will either get a laugh or a blank stare – in many cases the database size
will balloon beyond control. In fact, there are many cases where no single
view can correctly represent the semantics of influence because the ratios will
always be off regardless of how you join. The Data Mining Suite leads the
world of discovery with the unique ability to mine large multitable databases.

• No Sampling or Extracts

Sampling theory was invented because one could not have access to the
underlying population being analyzed. But a warehouse is there to provide
such access. As pointed out in the paper “Small Data, Small Knowledge”
sampling may cause various problems for data mining. The Data Mining Suite
prefers to work on the whole dataset, AND can also work on samples based
on user insistence – which is not recommended. After all, the data is there,
let us use it.

• General and Powerful Patterns

The format of the patterns discovered by the Data Mining Suite is very
general and goes far beyond decision trees or simple affinities. The advantage
to this is that the general rules discovered are far more powerful than decision
trees. Decision trees are very limited in that they cannot find all the infor-
mation in the database. Being rule-based keeps the Data Mining Suite from
being constrained to one part of a search space and makes sure that many
more clusters and patterns are found – allowing the Data Mining Suite to
provide more information and better predictions. (Also see the paper “Rules
are Much More than Decision Trees”.)

• Language of Expression

The Data Mining Suite has a powerful language of expression, going
several times beyond what most other systems can handle. For instance,
for logical statements it can express statements such as “IF Destination
State = Departure State THEN. . . ” or “IF State is not Arizona THEN. . . ”
Surprisingly most other data mining systems cannot express these simple
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patterns. And the Data Mining Suite pioneered dimensional affinities such
as IF Day = Saturday WHEN Paint Brush is purchased ALSO Paint is pur-
chased.” Again most other systems cannot handle this obvious logic. (See the
paper “Data Mining with OLAP Affinities” for more details.)

• Uniform Treatment of Numeric and Non-numeric Data

The Data Mining Suite is unique in its ability to deal with various data
types in a uniform manner. It can smoothly deal with a large number of non-
numeric values and also automatically discovers ranges within numeric data.
Moreover, the Data Mining Suite does not fix the ranges in numerical data
but discovers interesting ranges by itself. For example, given the field Age,
the Data Mining Suite does not expect this to be broken into 3 segments
of (1–30), (31–60), (61 and above). Instead it may find two ranges such as
(27–34) and (48–61) as important in the dataset and will use these in addition
to the other ranges.

• Use of Data Dependencies

Should a data mining system be aware of the functional (and other depen-
dence) that exist in a database? “Yes” and very much so. The use of these
dependencies can significantly enhance the power of a discovery system – in
fact ignoring them can lead to confusion. The Data Mining Suite takes ad-
vantage of data dependencies.

• Server-based Architectures

The Data Mining Suite has a three-level client server architecture whereby
the user interface runs on a thin intranet client and the back-end process for
analysis is done on a Unix server. The majority of the processing time is
spent on the server and these computations run both by using parallel SQL
and non-SQL calls managed by the Data Mining Suite itself. Only about 50%
of the computations on the server are SQL based and the other statistical
computations are already managed by the Data Mining Suite program itself
at time by starting separate processes on different nodes of the server.

• System Initiative

The Data Mining Suite uses system initiative in the data mining process.
It forms hypothesis automatically based on the character of the data and
converts the hypothesis into SQL statements forwarded to the RDBMS for
execution. The Data Mining Suite then selects the significant patterns filter
the unimportant trends.

• Transparent Discovery and Predictions

The Data Mining Suite provides explanations as to how the patterns are
being derived. This is unlike neural nets and other opaque techniques in which
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the mining process is a mystery. Also, when performing predictions, the results
are transparent. Many business users insist on understandable and transparent
results.

• Not Noise Sensitive

The Data Mining Suite is not sensitive to noise because internally it uses
fuzzy logic analysis. As the data gathers noise, the Data Mining Suite will only
reduce the level on confidence associated with the results provided. However,
it will still produce the most significant findings from the dataset.

• Analysis of Large Databases

The Data Mining Suite has been specifically tuned to work on databases
with an extremely large number of rows. It can deal with datasets of 50
to 100 million records on parallel machines. It derives its capabilities from
the fact that it does not need to write extracts and uses SQL statements
to perform its process. Generally the analyses performed in the Data Mining
Suite are performed on about 50 to 120 variables and 30 to 100 million records
directly. It is, however, easier to increase the number of records based on the
specific optimization options with the Data Mining Suite to deal with very
large databases. These unique features and benefits make the Data Mining
Suite the ideal solution for large-scale data mining in business and industry.

A.5 The Quest Data Mining System, IBM Almaden
Research Center, CA, USA

A.5.1 Introduction

The goal of the quest project at the IBM Almaden Research Center is to
develop technology to enable a new breed to data-intensive decision-support
applications. This section is a capsule summary of the current functionally
and architecture of the quest data mining systems.

Our overall approach has been to identify basic data mining operations
that cut across applications and develop fast, scalable algorithms for their
execution. We wanted our algorithms to:

• Discover patterns in very large databases, rather than simplify verify that
a pattern exists:

• Have a completeness property that guarantees that all patterns of certain
types have been discovered:

• Have high performance and near-linear scaling on very large (multiple
gigabytes) real-life database.

We discuss the operations of discovering association rules, sequential pat-
terns, time-series clustering, classification, and incremental mining. Further
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information about Quest can be obtained from http://www.almaden.ibm.com/
cs/quest. IBM is making the Quest technology commercially available through
the data mining product, IBM intelligent Miner.

A.5.2 Association Rules

We introduced the problem of discovering association rules in Agrawal,
Imicelinski, & Swami 1993b. Given a set of transactions, where each transac-
tion is a set of literals (called items), an association rule is an expression of the
form X ⇒ Y, where X and Y are sets of items. The intuitive meaning of such
a rule is that transactions of the database, which contain X tend to contain Y.
An example of an association rule is: “30% of transactions that contain beer
also contain diapers; 2% of all transactions contain both of these items.” Here
30% is called the confidence of the rule, and 2% the support of the rule. The
problem is to find all association rules that satisfy user-specified minimum
support and minimum confidence constraints. Applications include discover-
ing affinities for market basket analysis, store layout, customer segmentation
based on buying patterns, etc.

A.5.3 Apriori Algorithm

The problem of mining association rules is decomposed into two subproblems.

• Find all combinations of items that have transaction support above mini-
mum support. Call those combinations frequent itemsets.

• Use the frequent itemsets to generate the desired rules. The general idea
is that if, say ABCD and AB are frequent itemsets, then we can deter-
mine if the rule AB ⇒ CD holds by computing the ratio r = support
(ABCD)/support (AB). The rule holds only if r ≥ minimum confidence.
Note that the rule will have minimum support because ABCD is frequent.

The Apriori algorithm (Agrawal & Srikant 1994) used in Quest for finding all
frequent itemsets is given in Fig. A.8.

It makes multiple passes over the database. In the first pass, the algorithm
simply counts item occurrence to determine the frequent 1-itemsets (item sets
with 1 item). A subsequent pass, say pass k1, consists of two phases. First,
the frequent itemsets Lk−1 (the set of all frequent (k–1)-itemsets found in
the (k–1) the pass are used to generate the candidate itemsets Ck using the
apriori-gen () function. This function first joins Lk−1with Lk−1, the joining
condition being that the lexicographically ordered first k − 2 items are the
same. Next, it deletes all those itemsets from the join result that have some
(k–1)-subset that is not in Lk−1, yielding Ck. For example, let L3 be {{1 2
3}, {1 2 4}, {1 3 4}, {1 3 5}, {2 3 4}}. After the join step, C4 will be {{1 2
3 4}, {1 3 4 5}. The prune step will delete the itemset {1 3 4 5} because the
itemset {1 4 5} in not in L3. We will then be left with only {1 2 3 4} in C4.
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Procedure AprioriAlg()
Begin
L1 = {frequent 1-itemsets);
For (k: = 2; Lk−1 �= ϕk + +) do {
Ck: = apriori-gen (Lk−1); // New candidates
for all transactions t in the dataset do {
for all candidates c ∈ Ck contained in t do
c.count ++;
}
Lk: = {c ∈ Ck | c. count ≥ min-support}
}
Answer: = ∪kLk;
end

Fig. A.8. Apriori Algorithm

Clothes Footwear

Outerwear Shirts Shoes Hiking Boots

Jackers             Ski Pants 

Fig. A.9. Example of a Taxonomy

The algorithm now scans the database. For each transaction, it determines
which of the candidates in Ck are contained in the transaction using a hash-
tree data structure and increments the count of those candidates. At the end
of the pass, Ck is examined to determine which of the candidates are frequent,
yielding Lk. The algorithm terminates when Lk becomes empty.

Generalizations

Very often, taxonomies (is – as hierarchies) over the items are available. An
example of a taxonomy is shown in Fig. A.9: this taxonomy says that Jacket
is – a Outerwear, ski pants is – a Outerwear, Outerwear is – a clothes, etc.
users are often interested in generating rules that span different levels of the
taxonomy. For example, we may infer a rule that people who buy Outerwear
tend to buy Hiking Boots from the fact that people bought Jackets with
Hiking Boots and ski pants with hiking boots. However, the support for the
rule “Outerwear ⇒ Hiking Boots” may not be the sum of the supports for the
rules “Jackets ⇒ Hiking Boots” and “Ski pants ⇒ Hiking Boots” since some
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people may have bought Jackets, Ski Pants, and Hiking Boots in the same
transaction. Also, “Outerwear ⇒ Hiking Boots” may be a valid rule, while
“Jackets ⇒ Hiking Boots” and “clothes ⇒ Hiking Boots” may not. The former
may not have minimum confidence and the latter may not have minimum
confidence. This generalization of association rules and the algorithm used in
Quest for finding such rules are described in Srikant & Agrawal 1995.

Another generalization of the problem of mining association rules is to
discover rules in data containing both quantitative and categorical attributes.
An example of such a “quantitative” association rule might be that “10% of
married people between age 50 and 60 have at least 2 cars.” We deal with
quantitative attributes by fine partitioning the values of the attribute and
then combining adjacent partitions as necessary. We also have measures of
partial completeness that quantify the information loss due to partitioning.
This generalization and the algorithm for finding such rules used in quest are
presented in Srikant & Agrawal 1996a.

One potential problem that users experience in applying association rules
to real problems is that many uninteresting or redundant rules may be gen-
erated along with the interesting rules. In Srikant & Agarwal 1995 further
generalized in Srikant & Agrawal 1996a, a “greater-than-expected-value” in-
terest measure was introduced, which is used in the Quest to prune redundant
rules.

A.5.4 Sequential Patterns

We introduced the problem of discovering sequential patterns in Agrawal &
Srikant 1995. The input data is a set of sequences, called data sequences.
Each data sequence is a list of transactions, where each transaction is a set
of items (literals). Typically there is a transaction-time associated with each
transaction. A sequential pattern also consists of a list of sets of with a user-
specified minimum support, where the support of a sequential pattern is the
percentage of data sequences that contain the pattern.

For example, in the database of a book club, each data sequence may
correspond to all book selections of a customer, and each transaction to the
books selected by the customer in one order. A sequential pattern might be 5%
of customers bought “Foundation,” then “Foundation and Empire,” and then
“Second Foundation.” The data sequence corresponding to a customer who
bought some other books in between these books still contains this sequential
pattern; the data sequence may also have other books in the same transaction
as one of the books in the pattern. Elements of a sequential pattern can be sets
of items, for example, “Foundation” and “Ringworld Engineers,” followed by
“Foundation and Empire” and “Ringworld Engineers,” followed by “Second
Foundation.” However, all the items in an element of a sequential pattern
must be present in a single transaction for the data sequence to support the
pattern.
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This problem was initially motivated by applications in the retailing indus-
try, including attached mailing, add-on sales, and customer satisfaction. But
the results apply to many scientific and business domains. For instance, in the
medical domain, a data sequence may correspond to the symptoms or diseases
of a patient, with a transaction corresponding to the symptoms exhibited or
diseases diagnosed during a visit to the doctor. The patterns discovered using
the data could be used in disease research to help identify symptoms/diseases
that precede certain diseases.

Generalizations

The basic definition of sequential patterns was generalized in Srikant &
Agrawal 1996b to incorporate following features:

• Introduction of time constraints. Users often want to specify maximum
and/or minimum time gaps between adjacent elements of the sequential
pattern. For example, a book club probably does not care if someone
bought “Foundation,” followed by “Foundation and Empire” three years
later; they may want to specify that a customer should support a sequen-
tial pattern only if adjacent elements occur within a specified time interval,
say three months.

• Flexible definition of a transaction. For many applications, it is immaterial
if items in an element of a sequential pattern were present in two different
transactions, a long as the transactions times of those transactions are
within some small time window. That is, each element of the pattern can
be contained in the union of the items bought in a set of transactions, as
long as the difference between the maximum and minimum transactions
times is less than the size of a sliding time window. For example, if the
book club specifies a time window of a week, a customer who ordered the
“Foundation” on Monday, “ring world” on Saturday, and then “Foundation
and Empire” and “Ringworld Engineers” in a single order a few weeks later
would still support the pattern “‘Foundation’ and ‘Ringworld,’ followed by
‘Foundation and Empire’ and ‘Ringworld Engineers.”’

In addition, if there were taxonomies (is-a hierarchies) over the items in the
data, the sequential patterns could now include items across different levels
of taxonomy. (See Srikant & Agrawal 1996b for a description of the GSP
algorithm used in quest for finding such generalized sequential patterns.)

A.5.5 Time-series Clustering

Time-series data constitute a large portion of data stored in computers. The
capability to find time series (or portions thereof) that are “similar” to a
given time series or to be able to find groups of similar time series has several
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applications. Examples include identifying companies with similar pattern of
growth, finding products with similar selling patterns, discovering stocks with
similar price movements, determining portions of seismic waves that are not
similar to spot geological irregularities, etc.

We introduced a model of time-series similarity in Agrawal et al., 1995a.
In this model, two time series are considered to be similar if they have enough
nonoverlapping time-ordered pieces (subseries) that are similar. The ampli-
tude of one of the two time-series is allowed to be scaled by any suitable
amount and its offset adjusted appropriately before matching the other se-
ries. Two subsequences are considered similar if one lies within an envelope
of ∈ width around the other, ignoring outliers. The matching subseries need
not be aligned along the time axis.

The matching system used in quest is described in Agrawal et al., 1995a.
It consists of three main parts: (i) “atomic” subseries matching, (ii) long sub-
series matching, and (iii) series matching. The basic idea is to create a fast,
indexable data structure using small, atomic subseries that represents all the
series up to amplitude scaling and offset, and find atomic matches by doing
a self-join on this structure. The initial prototype used the R+tree for this
representation. A faster data structure described in Shim, Srikant, & Agrawal
1996 is now used in its place. The second stage employs fast algorithm for
stitching atomic matches to form long subseries matches, allowing nonmatch-
ing gaps to exist between the atomic matches. The third stage linearly orders
the subseries matches found in the second stage to determine if enough sim-
ilar pieces exist in the two time series. In every stage, the system allows for
the flexibility of user/system-defined matching parameters without sacrificing
efficiency.

Classification

Classification is a well-recognized data mining operation and it has been stud-
ied extensively in statistics and machine learning literature. However, most
of the current classification algorithms have the restriction that the training
data should fit in memory. In data mining applications, very large training
sets with several million examples are common. We therefore wanted to design
a classifier with magnitude (without resorting to sampling/partitioning). The
ability to classify larger training data can also lead to improved classification
accuracy.

SLIQ (Supervised Learning In Quest), described in Mehta, Agrawal, &
Rissanen 1996, is a decision tree classifier, designed to classify large training
data. It uses a presorting technique in the tree-growth phase. This sorting
procedure is integrated with a breath-first tree-growing strategy to enable
classification of disk-resident datasets. In the pruning phase, it use a prun-
ing strategy based on the Minimum Description Length (MDL) principle.
The net result of these techniques is that, given training data that can be
handled by another decision tree classifier, SLIQ exhibits the same accuracy
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characteristics, but executes much faster and produces smaller trees. More-
over SLIQ can potentially obtain higher accuracies by classifying larger (disk-
resident) training datasets, which cannot be handled by other classifiers.

While SLIQ was the first classifier to address several issues in building
a fast scalable classifier and it gracefully handled disk-resident data that
are too large to fit in memory, it still requires some information to stay
memory resident. Furthermore, this information grows in direct proportion
to the number of input records, putting a hard limit on the size of train-
ing data. We have recently designed a new decision-tree-based classifica-
tion algorithm, called SPRINT (Scalable PaRallelizable Induction of decision
Trees) that for the first time removes all of the memory restrictions, and is
fast, scalable, and easily parallelizable. The algorithm presented in Shafer,
Agrawal, & Mehta 1996, can classify datasets irrespective of the number of
classes, attributes, and examples (records), making it an attractive tool for
data mining.

A.5.6 Incremental Mining

As the data mining technology is applied in the production mode, the need
for incremental/active mining arises (Agrawal & Psaila 1995). Rather than
applying a mining algorithm to the whole data, the data is first partitioned
according to time periods. The granularity of the time period is application
dependent. The mining algorithm is now applied to each of the partitioned
datasets and patterns are obtained for each time period. These patterns are
collected into a database. In this database, each statistical parameter of a
pattern will have a sequence of values, called the history of the parameter
for the pattern. We can now query the database using predicates that select
patterns based on the shapes of the history of some or all parameters. A shape
query language is presented for this purpose in Agrawal et al., 1995b.

The user can specify triggers over the database in which the triggering
condition is a query on the shape of the history. As fresh data comes in
for the current time period, the mining algorithm is run over this data, and
the database is updated with the generated patterns. This update causes the
histories of the patterns to be extended. This, in turn, may cause the triggering
condition to be satisfied for some patterns and the corresponding actions to
be executed.

Such active systems can be used, for instance, to build easily warning sys-
tems for spotting trends in the retail industry. For example, if we were mining
association rules, we would have histories for the support and confidence of
each rule. Following the promotion for an item X, the user may specify a no-
tification trigger on the rule X ⇒ Y, the triggering condition being that the
support history remains stable, but the confidence history takes the shape of a
downward ramp. Firing of this trigger will signify that if the goal of promoting
X was to drag the sale of Y, it was not fulfilled. The loyalists continued to
buy X and Y together, but the new buyers cherry picked X.
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A.5.7 Parallelism

Given that mining can involve very large amounts of data, parallel algorithms
are needed. Quest algorithms have been parallelized to run on IBM’s shared-
nothing multiprocessor SP2. The parallel implementation of the mining of
association rules is described in Agrawal & Shafer 1996. The implementation
shows linear scale-up for association rules. Mining of sequential patterns is also
parallellized using similar techniques. We have also parallelized the SPRINT
classification algorithm Shafer, Agrawal & Mehta 1996, where all processors
work together to build a single classification model. Measurements from these
implementations show excellent scaleup, speedup, and sizeup characteristics.

A.5.8 System Architecture

Figure A.10 shows the system architecture of the Quest system. The mining
algorithms run on the server close to the data source. Users interact with the
system through a GUI that can run on the same workstation or on a different
client machine. There is an open API using which the user can optionally
import results of any mining operation into software of choice. An interesting
aspect of the Quest architecture is its I/O architecture. There is a standard
stream interface defined for all accesses to input, insulating the algorithm
code from data repository details, which are encapsulated in a data access
API. Thus, it is easy to add new data repository types of the Quest system.

The Quest system runs both the AIX and MVS platforms, against data
in flat files as well as DB2 family of database products. Databases can be
accessed in a loosely coupled mode using dynamic SQL. However, for better
performance, it is possible to run the mining algorithm in a tightly coupled
mode as described in Agrawal & Shim 1996.

A.5.9 Future Directions

We plan to continue on the current path of identifying new data mining op-
erations and developing fast algorithms for their execution. Two operations
that we are currently focusing on are deviation detection (Arning & Agrawal
1996) and segmentation of high-dimensional data. We are also interested in
mining data types other than structured data, such as text, particularly in
the context of the worldwide web. Finally, we are also exploring the interac-
tion between discovery-driven and verification-driven data mining, especially
in QLAP databases.

A.6 The Australian National University Research
Projects

A.6.1 Applications of Inductive Learning

Supervisor: Professor John Lloyd (jwl@csl.anu.edu.au)
In the computer sciences laboratory, we are developing a machine learning

system, which includes classification functions from examples. Applications
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of such a system are ubiquitous and important. For example, it is possible
to classify chemicals as carcinogenic or not from a number of examples of
chemicals whose carcinogenicity is known.

This project will involve applying the system in some new application
areas. This will include identifying the applications, modeling them in a log-
ical representation language, and experimenting with various parameters for
the learning system to obtain acceptable classifications. Some knowledge of
machine learning and functional or logical programming languages (such as
prolog or Haskell) would be helpful.

A.6.2 Logic in Machine Learning

Supervisor: Professor John Lloyd (jwl@csl.anu.edu.au)
Traditionally, machine-learning systems have employed simple languages,

such as the attribute-value language, for knowledge representation. However,
there are many applications where these simple knowledge representation
languages are inadequate and so there is good motivation to consider more
sophisticated languages, such as first-or higher-order logic.

This project will involve studying the use of higher-order logic for knowl-
edge representation in machine learning. Much of the detail of this has already
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been worked out in the computer sciences laboratory for the case of decision
tree learning, but there are various other areas on machine learning, such
as reinforcement learning, where this approach would be useful. The project
could either be a substantially theoretical study of these ideas or could involve
building a learning system based on these ideas and applying it to suitable
problem. Some knowledge of machine learning, first-order logic, and func-
tional or logic programming languages (such as Prolog or Haskell) would be
helpful.

A.6.3 Machine-learning Summer Research Projects
in Data Mining and Reinforcement Learning

Supervisor: Dr Peter Bartlett (Peter.Bartlett@anu.edu.au)
Research in machine learning is aimed at the design of systems that learn

to solve information processing problems, such as pattern classification (for
example, recognizing images of faces), estimation, prediction, and control (for
example, call admission control in a communications network to optimist qual-
ity of service). Recently, several techniques have emerged that enable pattern
classifiers to be used as components in the solution of other machine learning
problems. Recent work in our group has led to an explanation of the success
of these methods.

There are several research projects underway in our group involving
the extension of these techniques to other problems in machine learning,
including

- Data segmentation problems, which arise in data mining (for instance,
identifying fraudulent mobile phone use from calling behavior), and

- Reinforcement learning (learning to control complex systems that are dif-
ficult to model accurately, but for which some performance measure is
available).

A.6.4 Computational Aspects of Data Mining (3 Projects)

Contact Person: Dr. Stephen Roberts
Data mining is an attractive new area of research, applying methods from

statistics, machine learning, and parallel computing to the analysis of very
large datasets. Some of the main challenges in data mining include functions
with many variables (not just 3 or 4) a large number of data points (trillions),
ill-defined goals of searches.

The Advanced Computational CRC (ACSys) has access to very large
datasets and collaborates with several institutions like NRMA and the Taxa-
tion Office. Summer Scholars will explore the computational challenges, which
are connected to finding information in such large datasets. The scholars
will have regular interaction with senior researchers, postdoctoral fellows,
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and graduate students within the data mining group within the CSL and
ACSys.

The aim of the projects is to develop, analyze, and implement data mining
algorithms, which can extract useful information from very large data sizes.
The data size may be of the order of gigabytes or even terabytes. Particular
requirements for the algorithms are scalability with respect to the number
of data points even in the event of high dimensionality. Depending on the
interests of the students the work can have components of experimental ex-
ploration of computational performance using both real and simulated data
development and analysis of algorithms and software mathematical error and
performance analysis.

As examples, the following projects are possible:

(1) Clustering techniques based on density estimators

Clustering, i.e., finding groups of similar objects is a central theme in data
mining. While the k-means algorithm is one of the most popular at the mo-
ment, strong contenders are based on the estimation of density. Following a
review of the literature the various methods should be compared and a new
method based on finite element techniques investigated.

(2) Parallel high-dimensional density estimation

The modeling of high-dimensional datasets poses a particular challenge both
for approximation and the parallel implementation. In this project we inves-
tigate the parallelization of a density estimation algorithm.

(3) Adaptive methods for high-dimensional problems

Various ways have been suggested to adaptively approximate functions of
many variables. We investigate the use of adaptive methods of approximate
high-dimensional data.

A.6.5 Data Mining the MACHO Database

Supervisor: Bill Clarke (llib@compter.org)
The MACHO database is an astronomical database of the intensities of

about 20 million stars, recorded every night for several years. The data mining
researchers here have been primarily using in-house developed algorithms for
investigating the variable stars within the database, and we would like to
compare our results with those from a commercial data mining package.

The aim of this project will be to investigate (a subset of) the variable
stars recorded within the MACHO database using a commercial data mining
package - such as SGI’s MineSet, or Clementine - to identify interesting classes
of stars.
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A.6.6 Artificial Stereophonic Processing

Supervisor: Ms.Biljana.Rdlovic (Biljana.Radlovic@syseng.anu.edu.au)
The sound recordings made in a closed room are less successful when

the microphone cannot be placed close to the speaker. The quality of the
sound reproduced through the earphones to the listener in a remote room
will be degraded due to the sound reflections picked up by the microphone.
Experiments indicate that the quality and the fidelity of the sound reproduced
to the listener are improved by applying to the ears two different versions of
the signal recorded by the microphone in a room. This effect can be attributed
to an artificial stereophonic effect.

The main task of this project will be to design a bank of band-pass fil-
ters, which can be used to “split” the frequency domain between the two
ears in a satisfactory fashion. Prior to implementation of the filtering system
in C code or MATLAB, the student will be involved in digital recording of
the echoed sound and provided with some understanding of the laboratory
computer audio system. The project is aimed to shed more light on possible
application of the developed technique in practical situations in which the
standard techniques are ineffective and lack robustness.

A.6.7 Real-time Active Vision

Supervision: Dr. Sebastien Rugeaux and Dr. Alex Zelinksky (Alex.Zelinsky@
anu. edu.au)

The aim of this project is to develop real-time control and vision algorithms
for an active vision head. The Robotics Systems Lab has just completed the
design and manufacture of a new generation active head that is capable of
reproducing some of the motion of the human eyes with very fast velocities
and acceleration.

Algorithms for position and velocity control of two degrees of freedom
pan/tilt device have already been implemented on a Motion Controller card
that runs on a standard PC with the Linux operating system. Real-time vision
algorithms, such as optical flow and normalized correlation, have also been im-
plemented using the MMX extension available on Pentium-based computers.
A high-performance vision board (Hitachi IP5005), that is capable of doing
real-time image processing, is also available. The goal of the project will be to
integrate the vision and control algorithms into a single application in order to
implement real-time visual behaviors for the active head. Possible behaviors
include target detection based on velocity cues and/or object recognition, fast
acquisition using saccadic motion, and smooth tracking of moving targets in
cluttered environments.

A.6.8 Web Teleoperation of a Mobile Robot

Supervision: Dr. Ken Taylor and Dr. Alex Zelinsky
A robot arm was made controllable using Web browser technology

(http://telerobot.mech.uwa.edu.au) at the University of Western Australia
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in 1994 and has been under development ever since using an interactive ap-
proach based on analysis of operator behavior. This is a forerunner for what is
likely to be a wide range of future teleoperated applications, including remote
operation of mining equipment and Web control of machine tools for remote
manufacturing.

This project is to set up the mobile robot owned by Robotic Systems for
Web-based teleoperation using the software developed for the arm at UWA.
The project involves adapting existing software for a mobile application, devis-
ing strategies for transmitting robot state information effectively to operators,
developing strategies for keeping the robot online, and monitoring operator
behavior.

Tele telerobot arm at UWA is continually in use attracting more than
5000 operators a month and the developer of the mobile teleoperated ro-
bot will also gain the satisfaction of seeing their work in use by the Web
community.

A.6.9 Autonomous Submersible Robot

Supervision: Dr. David Wettergreen and Dr. Alex Zelinsky (Alex.Zelinsky
@anu.edu.au)

Australia has one of the longest coastlines in the world. Its continental shelf
contains enormous natural resources, including coral reefs, marine fisheries,
and oil and gas reserves. Such a resource must be managed and protected.
The efficient management of our coastal resources will require autonomous
machines that are capable of routine monitoring, inspection, and maintenance
tasks like inspecting and repairing weld joints of oil rigs.

The ANU is building a submersible robot, called Kambara, which will serve
as a test bed for experimental research in autonomous subsea operations. This
robot will allow researchers to study the fundamental problems of controlling
the operations of an underwater vehicle. Most present-day submersible robots
work via teleoperation where a human operator (on a remote ship) controls
every aspect of the robot’s operations. This is inefficient both in terms of
human resources and the execution speed of tasks. Our aim is to incorporate
on-board sensors such as sonar, gyros, depth sensors, and computer vision that
will allow the robot to make its own on-board decisions. The ANU submersible
has: a max operational depth of 20m, a mass of 100 kg, and a volume of less
than one cubic meter. The five thrusters produce five independent degrees of
freedom controllable by on-board systems.

Projects include working on the development of a vision system for the
submersible, building a system of sensors, models, and algorithms that es-
timate the robots, position, orientation, and velocity in the water. And the
development of a graphical operator interface that receives state information
from the robot and presents it in a graphically intuitive form to the operator.
Testing of the submersible is done in an on-campus tank.
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A.6.10 The SIT Project

The Science and information Technology (SIT) project is aimed at decision
makers and policy makers in corporate and government environments. Besides
generating visions of the future we aim to identify chances and pitfalls and
do recommendations based on what we find. In the project we will have three
focus areas, data mining in science, data mining in corporate and govern-
ment environments, and data mining for the individual user. In each of these
application areas we will chart possible consequences. First, we will list the
developments of methods and technology for data mining, based on assump-
tions on ICT developments of methods and technology for data mining, based
on assumptions on ICT developments in the next 20 years. Societal needs and
threats will pose accents on further exploration of the three application areas.

Some examples of data mining in science have already been mentioned.
In commerce, data mining is use for predicting customer behavior, product
data analysis and for risk assessment. Governments can use data mining to
detect and prevent crime. But also the civilian can profit from data mining:
by helping him find information on the Internet, by making digital libraries
accessible, or by enabling multimedia searches. On the other hand, that same
civilian will increasingly by confronted personally with the knowledge from
science, corporations, and governments that data mining helped generate.

A.7 Data Mining Research Group, Monash University
Australia

The Monash University is currently providing advanced research and training
in data mining technologies for business, government, and industry.

A.7.1 Current Projects

• “Marketing to Individuals using Data Mining,” research project sponsored
by Coles-Myer.

• “Data Mining in the Insurance Industry,” Ph.D research project sponsored
by AAMI.

• “Increasing Wagering Turnover Through Data Mining,” research project
sponsored by TAB Limited.

• “The Transition from Data Warehousing to Data Mining,” Masters re-
search project sponsored by FITR ’99 funding.

• “Rule Extraction from Trained Neural Networks,” Masters research project
sponsored by FITR ’99 funding.

• “Neural Networks for Market Basket Analysis,” Masters research project.
• “Data Mining for Customer Relationship Management,” Masters research

project sponsored by FITR ’99 funding.
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• “Web Usage Mining using Neural Networks,” Masters research project
sponsored by FITR ’99 funding.

• “Data Visualization Techniques and their Role in Data Mining,” Masters
research project.

• “Evolutionary rule generation for credit scoring,” PhD research project.
• “Improved decision trees for data mining,” PhD research project.
• “Data Mining in the Pharmaceutical Industry,” Masters research project.
• “Data Mining the Malaria Genome,” research project in collaboration with

Faculty of Medicine, sponsored by Monash University Research Fund.
• “Neural network modelling of water-related gastroenteritis outbreaks,”

PhD research project in collaboration with Faculty of Medicine.
• “Data Mining with Self Generating Neural Networks,” PhD research

project.
• “Development of Intelligent OLAP Tools,” research project.
• Mining Stock Market Data,” research project.
• “Data Mining by Structure Adapting Neural Networks,” research project.
• “Rule Discovery with Neural Networks in Different Concept Levels,” re-

search project.
• “Cash flow forecasting using neural networks,” research project in collab-

oration with AXA Australia.
• “Neural Networks for market response modeling,” PhD research project.
• “Advertising effectiveness modeling,” research project.
• “Temporal effects in direct marketing response,” Masters research project.

A.7.2 ADELFI – A Model for the Deployment
of High-Performance Solutions on the Internet
and Intranets

Objective

The main objective of the ADELFI project is to develop generic software tools
for the deployment of Internet-based, computationally intensive (CFD) and
data intensive (data mining) applications.

The specific measurable objectives of the project are:

• To develop and implement distributed software tools for the deployment
of high-performance solutions on the Internet and/or corporate Intranets.

• To exemplify the generic nature of the software tools by demonstrating
two diverse applications – computational fluid dynamics (CFD) and data
mining.

• To develop universal clients, so that end users can access the high-
performance solutions offered to them using Java-enabled Web browsers.

• To test, validate, and benchmark the new software infrastructure by run-
ning real applications from the Web using the Internet and corporate
Intranets.



684 APPENDIX-I Data Mining Research Projects

The new architecture will be based on a three-tier client/server application
model:

• The first tier is a universal client (Web browser) running Java applets. The
client software will be downloaded from a Web server to a machine requir-
ing only to have a Java-enabled Web browser. The complete environment
for setting up CFD and data mining applications will be supported by the
Java applets.

• The middle tier is the application server, which integrates and synchronizes
back-end components to fulfill client requests. The application server is
designed and implemented using Enterprise Java beans.

• The third tier runs data and computationally intensive applications on
high-performance parallel serves. The ADELFI architecture is using
CORBA to access and execute the HPC applications on parallel computers.

The foreseen business and industrial benefits are as follows.

• For the industrial users, to increase productivity by accessing high-
performance systems, without the need to invest on expensive parallel
computers.

• For the industrial users to access powerful applications over the Internet,
or corporate intranets, and dynamically control the application from a
Java-based user interface running in their Web browser.

Across a wide variety of fields, data is being collected and accumulated at
a dramatic pace. There is an urgent need for a new generation of computa-
tional techniques and tools to assist humans in extracting useful information
(knowledge) from the rapidly growing volumes of data. These techniques and
tools are the subject of the emerging field of data mining, that is, knowledge
discovery in databases (KDD).

Mathematics Projects on Data Mining:

Classification of Time Series in Data Mining Applications

Many real-world databases possess time components. Temporal (having time
components) databases arise in science and engineering domains such as
metrological and hydrological databases, as well as in business such as stock
exchange databases and the databases storing various kinds of business trans-
actions. Temporal data mining deals with problems of knowledge discovery
from these large temporal databases. One objective of temporal data min-
ing is to find and characterize interesting sequential patterns from temporal
datasets. For example, some sequential patterns of patients visiting doctors
may indicate fraud committed in claiming benefit from health insurance com-
panies. Our current focus is on classification of time series. We study the
integrated use of techniques from signal processing (e.g., fast Fourier trans-
forms) and pattern recognition (e.g., K-means) to solve this large temporal
database mining problems.
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Subspace Clustering of High-dimensional Data
for Data Mining Applications

The clustering problem is well known in the database literature for its numer-
ous applications in problems such as customer segmentation, classification,
and trend analysis. In high-dimensional spaces not all dimensions may be
relevant to a given cluster. One way of handling this is to pick the closely
correlated dimensions and find clusters in the corresponding subspace. The
number of dimensions in each such cluster-specific subspace may also vary.
Hence it may be impossible to find a single small subset of dimensions for all
the clusters. We use a bottom-up algorithm, exploiting the monotonicity of
our clustering criterion with respect to dimensionality. Remark: both projects
involve computer programming.

Potential Postgraduate Projects in Data Mining

With recent advances in data acquisition and storage, extremely large data
collections (in the gigabytes to petabytes range) have become very common.
About 10 years ago, the systematic study of techniques for discoveries of
information in such large collections was initiated and such techniques are
commonly referred to as data mining algorithms. Our group of researchers at
the Australian National University has been active since 1997 in the develop-
ment and analysis of data mining techniques using predictive modeling and
clustering.

The main focus of our work is on the computational aspects relating to
the large number of data records available, the complexity of the data and
parallel algorithms. Techniques studied include scalable smoothing techniques,
wavelet-based methods, and scalable parallel algorithms. Much of the research
is done jointly with government and commercial organizations and our stu-
dents participate actively in the interaction with industry and government.
The proposed research will make use of the national high-performance com-
puting facilities at the ANU APAC (Australian Partnership for Advanced
Computing). The main aim is to get better and faster algorithms, which
ultimately bring the data to the desktop such that end users can do analysis
of very large datasets in real time.

Database Record Linkage

Contact: Peter Christen and Ole Nielsen
Linking records from different data sources is a complex and computational-

intensive task. The aim is to combine records with information about certain
entities (e.g., patients, companies, families) from different data sources. As
an example, a health department might be interested what kind of injuries
people have in car accidents. Thus, data from an emergency database and
from police or insurance databases (or both) have to be linked.
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If a common identifier is present in both databases, the linkage can be done
deterministic, but if such an identifier is missing probabilistic linkage methods
have to be applied. Attributes and values in a database are given certain
weights, and each linked pair of records gets an overall score or probability.
Other issues involved in the linkage process are data cleaning, and dealing
with missing or faulty data.

This project aims in integrating a linkage into the DM tools, a data min-
ing toolbox based on the scripting language Python currently under develop-
ment at the ANU Data Mining group. Aspects of this project are literature
research, comparison of different linkage algorithms, and finally the imple-
mentation (first as a Python prototype and later as a parallel C/MPI code if
time permits).

Data Mining with Additive Models

Contact: Markus Hegland
This particular study investigates the application of additive models, which

are functions of the form:

f(x1, . . . , xn) = fl(x1)+, . . . ,+fn(xn),

where the attributes x1,. . .,xn can be simple (numbers or categories) or com-
posite (e.g., sets, arrays or graphs). Our earlier work has showed that additive
models are effective data mining tools as they handle very large numbers of
attributes effectively and they also have good approximation properties in this
case. However, very little work has been done on composite attributes and this
is where this project shall contribute new insights. The focus of the project
depends on the interests of the student and could include the development
and analysis of new algorithms, the study of approximation properties and
the application in data mining projects.

Depending on the actual direction taken the work is suitable for studies in
mathematics or computer science. Preferably this research should ultimately
lead to a Ph.D. but initial work, including implementation and literature
studies, could also be done in an honors project.

Parallel Algorithms for Predictive Modelling

Contact: Peter Christen and Markus Hegland
Data mining applications have to deal with increasingly large datasets and

complexity. Only algorithms, which scale linearly with data size, are feasible
for successful data mining applications.

In our group we are developing algorithms for predictive modeling of high-
dimensional and very large datasets that are both scalable with the number of
data records as well as number of processors if implemented in parallel. These
algorithms are based on techniques like finite elements, thin plate splines,
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wavelets, additive models, and clustering. Prototype implementations have
been developed in Matlab, Python, C, and MPI, and we have used them
successfully in several real-world data mining projects.

This research project will involve the further development of parallel data
mining algorithms based on the available mathematical algorithms and proto-
types. Besides scalability other important aspects are data distribution, load
balancing, and integration into a larger data mining framework currently being
developed in our group.

Wavelet-based Methods for Predictive Modeling

Contact: Ole Nielsen, Markus Hegland and Zuowei Shen
A fundamental issue in data mining is the development of algorithms to ex-

tract useful information from very large databases. One important technique is
to estimate a smooth surface approximating the data. Such an approximation
can be used for visualization, prediction, or classification purposes. However,
the size of datasets tends to grow steadily both in terms of the number of
records and the number of attributes. While the former issues requires that
algorithms scale linearly with the number of records in order to be feasible,
the latter require the so-called curse of dimensionality to be addressed. The
complexity of the smoothing problem grows exponentially with the dimension
so any algorithm computing and storing a smooth surface exactly becomes
infeasible for dimensions higher than 4 or 5. Hence, approximative methods
that balance accuracy against complexity are needed.

Existing technologies for dealing with high-dimensional data include neural
nets, classification and regression trees, and regression splines. Our group has
developed an alternative approach using wavelets and a prototype written
in Matlab has successful addressed smoothing problems in six dimensions.
It works by computing a projection onto spaces of low-density formed as a
sum of tensor products of multilevel spaces carefully chosen such that the
approximation properties are good for reasonable smooth functions and the
algorithmic complex city is reduced significantly.

This project will involve the further development of these ideas based on
the available theory and prototypes. Issues to be addressed include (but are
not limited to) the following:

• The current implementation is based on one of the simplest refinable func-
tion – the “hat” function, which can locally reproduce linear polynomials
exactly. Using refinable basis functions that are smoother will lead to even
better approximation properties of the method and may improve its pre-
dictive power significantly.

• However, this will involve defining suitable corresponding boundary wavelet
functions, which is not a trivial thing to do.

• The method can be improved by introducing adaptability: The surface
can be compressed further depending on its actual shape using standard
wavelet compression methods.
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• The wavelet smoother should be integrated into larger data mining frame-
work currently being developed in our group and applied to real-life classi-
fication and regression problems in order to compare it to other state-of-the
art technologies.

A.8 Current Projects, University of Alabama
in Huntsville, AL

Nakajima (1996) explained actual applications of data mining utilizing fuzzy
logic both from development point of view and also from a conceptual point
of view. The two projects described by him and presented here are projects,
which show the application of this technology.

A.8.1 Direct Mailing System

The problem is to identify customers from a customer database who can be
targeted for a sale under the assumption that these customers responded pos-
itively to advertisements mailed to them. The additional constraint is that
the mailing list budget is limited and the number of advertisements to be
mailed is to be controlled to increase profit. The first step involves analyzing
the database for attributes like “frequency of visits to the store,” “sum of pur-
chases,” etc. Analysis and plots of the data then determine the cluster of good
customers. Next, one has to find the attribute relationships to define a query
condition, which is represented by a pair of attributes and a fuzzy linguistic
value. One then verifies and refines the query condition by using another cus-
tomer database. Thus the customer database is ranked and sorted by degree
values based on a given fuzzy query condition. The customers retrieved by
the query determine the list of potential of good customers.

A.8.2 A Vibration Sensor

A product that was used to sense vibrations and predict the causes of these
vibrations (i.e., earthquakes, etc.) was improved by utilizing fuzzy rules.
The original sensor was based on simple threshold rule. The error rate for
this sensor was around 12%. The fuzzy rules were created by analyzing the
actual data in specified cases of earthquakes, automobiles, etc. A feature
extraction was done on the dataset to identify each kind of causes. Rela-
tionships between the feature parameters and the kind of vibration were
discovered to develop the fuzzy rules. These rules were then tested and refined.
The accuracy of sensor improved dramatically with the error rate falling to
within1%.
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A.8.3 Current Status

Data mining and application of fuzzy logic in data mining is still a relatively
new field. The possibilities of exploiting these techniques on different datasets
to extract information are still immense. To determine the rules of knowledge
extraction using fuzzy logic to form a subset of data mining, any changes in
approaches to the techniques in data mining would also directly impact how
fuzzy logic is applied.

Data mining research is now being geared toward answering the needs of
the ever-changing technology. Han 1997 lists possible areas of research in data
mining. They are:

• Integrating data warehousing with on-line analytical processing techno-
logy, which would allow the data miner the freedom to find interesting
patterns in any dimensions of the data cube.

• Allow the user to have the ability of mining multiple kinds of knowledge.
• Devising the data mining query language, which would be similar to rela-

tional languages and allow the user to specify data mining tasks.
• Have the capability of handling complex data, not only from datasets, but

also the Internet.
• Algorithms, which increase the performance of current data mining algo-

rithms.
• Creative visualization of the dataset to allow interactive data mining.
• Integrate an expert system with the mined knowledge for decision making.

A.8.4 Data Mining Using Classification

The description below taken from B. Moxon’s article “Defining Data Mining,”
which appeared in the August issue of DBMS Online.

Classification: Classification, perhaps the most commonly applied data min-
ing technique, employs a set of preclassified examples to develop a model that
can classify the population of records at large. Fraud detection and credit-
risk applications are particularly well suited to this type of analysis. This
approach frequently employs decision tree or neural network-based classifica-
tion algorithms. The use of classification algorithms begins with a training
set of preclassified example transactions. For a fraud detection application,
this would include complete records of both fraudulent and valid activities,
determined on a record-by-record basis. The classifier-training algorithm uses
these preclassified examples to determine the set of parameters required for
proper discrimination. The algorithm then encodes these parameters into a
model called a classifier.

The approach affects the explanation capability of the system. Once an
effective classifier is developed, it is used in a predictive mode to classify new
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records into these same predefined classes. For example, a classifier capable
of identifying risky loans could be used to aid in the decision of whether to
grant a loan to an individual.

A.8.5 Email Classification, Mining

Project Group: Shaofeng, Zhu, Xiangfei Zhu, Wenzhi Lai, Huimin Zhao {szhu,
zhuzx2, lwzhi}@cs. utexas.edu, hzhao@mail.utexas.edu

Description of Project

Our project intends to build a powerful, efficient email application that have
following salient features on classification:

1. Classification based on email address
2. Classification based on email subject (title)
3. Classification based on the content of an email

Upon the above achievements, such an email application can easily implement
a filter that throw out junk mails. In case of some mailing lists, the user can
recover it from the junk by setting the mail list’s address in the application,
then it will not be discarded.

A.8.6 Data-based Decision Making

The major component of data based decision making is data mining a mul-
tidisciplinary approach to the extraction of hidden, predictive relationships
from large databases. It is used in target marketing, risk management, and
product development.

The challenge to today’s manager is to understand both the power of data
mining and its limitations Rewards have been substantial for companies that
have tied data mining projects to strategic initiatives; many more companies
have squandered resources on poorly planned projects.

As a field, data mining has evolved from earlier computer-driven disci-
plines: first, in the 1960s, data collection by dedicated, large-scale computer
systems; next, beginning in the 1980s, dynamic access to data through rela-
tional databases on mainframe, midrange, mini, and desktop computers; and,
finally, in the 1990s, multidimensional databases and OLAP (on-line analytical
processing) coming together to create data warehousing and decision support
systems.

Although the discipline of data mining is an outgrowth of data warehous-
ing and OLAP, data mining refers specifically to the automated extraction
of hidden relationships within an organization’s data. The development of
techniques for massive parallel processing, the steady decrease in data storage
costs, and the automated collection of detailed, organization-specific informa-
tion are the environmental factors behind data mining; demand for higher
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returns on marketing activity, for minimization of lending risk, and for maxi-
mization of the return on new investments are the drivers behind the current
interest in data mining. While data mining is, in the strictest sense, simply an-
other application of computer science to a business problem, its dependence
on and proximity to emerging software and hardware frontiers makes it an
appealing area for study.

From the software side, data mining involves the application of leading-
edge technologies like machine learning and artificial intelligence to statistical
modeling and neural networks. From the hardware side, data mining is inde-
pendent of recent developments in multiprocessor computing and redundant
storage technology.

Finally, because data mining relies on these emerging technologies, specific
implementations of the discipline can be both risky and costly. Therefore,
these projects demand the informed awareness of general managers.

A.8.7 Data Mining in Relational Databases

Relational data mining, whose main part is Inductive Logic Programming
(ILP), aims at developing practical algorithms for learning relational descrip-
tions from relational databases in a declarative knowledge representation for-
malism, which is more expressive than the attribute-value representation of
more traditional data mining approaches.

A.8.8 Environmental Applications and Machine Learning

Environmental data often need to be analyzed in order to obtain information
necessary for environmental management decisions. Sometimes it is neces-
sary to use the data to build a model of the environmental process that we
want to manage. In other cases the analysis is necessary to understand the
environmental processes studied, by identifying and understanding the inter-
relationships of different parameters. Machine-learning techniques that elicit
regularities from data can be used to this end.

Text and Web Mining

Text and Web mining are technologies analyzing less structured data having
the goal to extract knowledge from text databases and from Web log files.
Good examples of business-related text mining applications in the domain of
efficient handling with the textual information overload using:- visualization
techniques,- automatic building of onthologies (subject taxonomies),- predict-
ing financial trends from the text from news wires,- information extraction
from document databases,-spam filtering, document summarization and text
categorization. Typical Web mining is in the area of customer profiling from
the Web log files analyzing customer trace and historical information with the
goals as:- increase sales of products at the web site.
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Recognizing Client’s Behavior to Deliver Personalized Services

On the Internet, businesses need to provide a more proactive interface to their
customer than what they have done to date. The effectiveness of businesses on
the Internet will depend on their ability to utilize it as a two-way communi-
cation channel that anticipates the needs of the customers within the context
of their visit and provides content and services that meet these needs. Achiev-
ing this goal involves, -analyzing multiple channel interactions and profiling
behavior trends;- using all available historical and real time data to update
customer profiles continually, a process called context assembly ;- employing
multiple paradigms to be reactive to changing customer context;- providing
content morphing and orchestration engines to drive messages to customers
at the right time and in the right context. Real case studies will support a dis-
cussion on the technologies available to support these business requirements.

Gaining Insights into Customer Needs using Data Mining

In today’s economy, there is a rapidly increasing opportunity for global con-
sumers to utilize the convenience of multiple channels to conduct their brows-
ing for new product information, their value comparison with competition and
ultimately their purchasing. The data that is gleaned during these processes
is a critical resource for analysis with the aim of learning about customer
spending patterns, loyalty, and behavioral trends. Knowledge derived from
the analysis allows businesses to make more informed, contextualized mar-
keting programs to retain their customers, increase their spend and reduce
operating costs – a route to greater profitability.

A.8.9 Current Research Projects

Data mining and data warehousing, including mining knowledge in data ware-
houses, relational, objects, relational and object-oriented databases.

A data warehouse and relational data mining system, DBMiner, has been
designed, developed, and demonstrated in major international conferences (in-
cluding ACM-SIGMOD ’96), licensed to industry, being beta-tested by some
companies, and its educational version has been available on the market since
June 1998.

Spatial databases, including object-oriented modeling, indexing, query
processing, and data mining in spatial databases and geographic informa-
tion systems. A spatial data mining system, GeoMiner, has been designed,
constructed, and demonstrated in major international conferences, including
ACM-SIGMOD ’97.

Multimedia databases, including multimedia database indexing, buffer
management, and data mining in multimedia database systems.

A multimedia data mining system, MultiMeidaMiner, has been designed
and demonstrated in major international conferences, including ACM-
SIGMOD ’98.
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Deductive and object-oriented databases, including rule compilation, de-
ductive query processing, and integration of deductive and object-oriented
database systems.

A deductive database system, LogicBase, has been constructed and demon-
strated in major international conferences (including ACM-SIGMOD ’94) and
made available on the Internet.

Internet-based information technology, including text data mining, Web-
based data warehousing, and Web-based data mining. A Web-log data mining
system, WebLogMiner, has been designed and is under construction.

A.8.10 Web Mining

In today’s society there is an increasing need for automated systems providing
personalized recommendations to a user faced with a large number of choices.
The products customization trend coupled with e-commerce where customers
were not provided with an option to examine the products – “off-shelf” in a
traditional sense, make the problem of providing accurate personalized rec-
ommendations very important. Automated methods are needed to provide a
large number of users with the ability to efficiently locate and retrieve infor-
mation according to their preferences. The task of collaborative filtering is
to predict preferences of an active user on unseen items given preferences of
other users, typically expressed as numerical ratings.

A.8.11 Neural Networks Applications to ATM Networks Control

Accurate traffic prediction can be used to optimally smooth delay sensitive
traffic and increase multiplexing gain in asynchronous transfer mode (ATM)
networks.

The objectives of this work are to investigate applicability of neural net-
work techniques for prediction of either the following or several following frame
sizes using the information of previous frame sizes.

Integrating Dynamic Learning and Expert Knowledge

Traditional neural network learning involves optimization of the interconnec-
tion weights between neurons on a prespecified network architecture. Deter-
mination of an appropriate architecture is a challenging problem, which is
typically approached through an expensive trial-and-error process.

Applying Neural Networks in Marketing

The neural network is emerging as an important new tool for data mining in
marketing. Used in conjunction with conventional statistical tools the neural
network can be applied to a wide range of marketing problems from prospect
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scoring and retention analysis, to data imputation, retail modeling and time
series prediction. This presentation will introduce neural networks from a mar-
keting perspective and illustrate by means of case studies from the financial
services and FMCG sectors how they can be used to complement, and in
some cases supplant more traditional techniques. Two particular applications
of neural networks will be considered in detail: prospect scoring and data
imputation.

Two Ways of Extracting Meaning from Neural Models

Neural networks can model nonlinear relationship in our data. After describing
what this means, two examples of ways in which nonlinear relationships can be
analyzed to generate knowledge will be presented. The first of these looks at
predicting tourist movements using a multilayer perceptron, while the second
examines the generation of customer profiles and the extraction of a fuzzy
rule set from a credit risk database using Kohonen’s self-organizing map.

Applying Case-based Reasoning to Data Mining

Case-based reasoning is one of the newest techniques in artificial intelligence.
CBR uses artificial intelligence inductive learning techniques with a number
of enhancements to add further knowledge to the learning process. The ap-
plication of this approach to the data mining of a financial database and the
production of induction trees for inspection and verification will be presented,
along with techniques for including domain knowledge for improved learning.

A.8.12 Scientific Topics

• Bayesian Data Mining in Marketing and Customer Satisfaction
• Categorical Data Mining and Knowledge Discovery on the Web
• Data Mining and Experimental Surveys on the Web
• Data Mining and Knowledge Discovery in Medicine and Medical Data-

Bases
• Data Mining in Computational Physics and Historical Artifacts
• Data Mining in Default Risk Analysis and Credit Scoring
• Data Mining in Econometrics and Forecasting
• Data Mining in Finance and Financial Engineering
• Data Mining in Manufacturing
• Data Mining in Market Segmentation and Consumer Preferences
• Data Mining Massive Data Sets
• Data Mining Tools Workshop and Tutorial
• Data Mining with GMDH (Group Method of Data Handling)
• Data Mining with Statistical Pattern Recognition and Self-Organizing

Neural Nets
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• Dealing with Databases, Data Warehouses, Scalability, and On-line Ana-
lytical Processing (OLAP)

• Distributed Data Mining
• Economy of E-Business and Taxation
• High-dimensional Data and Computational Feasibility
• High-performance Computing, Parallel Processing, and Software Tools in

Data Mining
• Information and Data Quality, Data Transformation, and Cleaning
• Intelligent Data Mining with Information Complexity, Statistical Model-

ing, and Genetic Algorithms
• Knowledge Management Issues
• Kohonen Self-Organizing Maps and Spatial Data Mining
• Mixed-Data Mining with Gifi System
• Present and Future E-Business
• Principles of Data Mining; Data Mining Tasks, and Techniques
• The Role of Classification and Clustering Techniques in Data Mining
• The Role of Genetic Algorithms in Data Mining
• The Role of Minimum Message Length Technology in Data Mining with

Applications in Finance and Pattern Recognition
• Understanding Search Engines and Text Mining
• Visualization and Visual Data Mining
• Web-Based Data Mining
• Association Rules and Market Basket Analysis,
• Text Data Analysis,
• Data Mining Techniques for handling Numeric Prediction Problems
• Modeling Techniques for Decision Support
• Statistics and Machine Learning for Data Analysis in the Life Sciences
• Data mining techniques and applications in medicine
• Decision support in the Implementation of Environment Policy
• Why to use data mining and decision support in marketing
• Data mining for brand equity management
• Improving Direct Mail Targeting with Neural Networks

A.8.13 Application Areas

• Web Data Mining
• Financial, Accounting, and E-Business Data
• E-business Developments Affecting Supply Chain Design and Management
• Pharmaceutical/Medical/Health Industry
• Genome Data Mining
• Security, Privacy, and Intellectual Ownership
• Intelligent Data Mining Algorithms and Software
• Data Mining of Scanner Data
• Architectural Support for Data Mining
• Performance Comparison of Different Learning Algorithms
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A.9 Kensington Approach Toward Enterprise Data
Mining Data Mining Group, Imperial College
Parallel Computing Centre. Jaturon Chattratichat,
Yike Guo, Stefan Hedvaill, and Martin Kohler,

The Kensington system, which is being developed at the Imperial College
Parallel Computing Centre in University of London, aims to provide an en-
terprise solution for large-scale data mining in environments where data is
logically and geographically distributed over multiple databases. Supported
by an integrated visual programming environment, the system allows an an-
alyst to explore remote databases and visually define and execute procedures
that model in the entire data mining process. It also provides learning algo-
rithms, optimized of high-performance platforms, for the most common data
mining tasks. Decision models generated by the system design are to provide
an integrated, flexible and powerful data mining environment as the basis
for customized domain-specific applications. The main features of the system
design are discussed in turn below.

A.9.1 Distributed Database Support

Today, many companies store large quantities of data in data warehouses.
The data is potentially rich and useful for data mining. A data mining system
should allow seamless integration of both local files and remote databases.
The Kensington system enables database integration in preparation of data
mining by providing remote database access via JDBC. Analysts can query
and retrieve data from their remote and distributed databases across the In-
ternet. The ability of query several remote databases concurrently means that
an analyst can now efficiently combine and enrich the data for mining.

A.9.2 Distributed Object Management

The Kensington system adopts a three-tier approach based on the Enterprise
JavaBeans (EJB) component architecture, to support data mining in an enter-
prise environment. The component-based middleware is designed to support
scalability and extensibility. Application servers can be transparently distri-
buted for scalability or replicated for increased availability. The system also
supports efficient management of resources and multitasking capabilities. In
an enterprise where resources such as databases and high-performance servers
are shared, the Kensington system enables efficient resource management and
scheduling.

The data mining procedures that are defined and customized with the
Kensington system can be flexibly deployed in the enterprise.

Because a data mining procedure is treated as a graph of components,
each of them can be scheduled to use appropriate resources. The middleware’s
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management strategy of the logical component and physical resources ensures
that all facilities are used efficiently.

A.9.3 Groupware, Security, and Persistent Objects

In an enterprise where information is often shared within a workgroup, it is
important that a data mining system supports the exchange of information
in order to enhance productivity. Therefore, the Kensington system enables
persistent storage of components so that they may be transparently shared
and reused. Important information such as data, defined data mining pro-
cedures/templates, or generated decision models are managed as persistent
objects, which can easily be exchanged between group members. The system
provides on strong security for data transfer and model distribution through
secure socket communications. Access control mechanisms protect users’ or
group’s private resources from unauthorized access.

A.9.4 Universal Clients – User-friendly Data Mining

For maximum flexibility and easy deployment, client tools are Java applets
that run securely in Web browsers anywhere on the Internet. A data analyst
is therefore not bound to any specific location or computer.

Effective human–computer interaction is a strong feature of the Kensing-
ton system. Based on the visual programming paradigm, the Kensington client
provides an integrated workspace for the visual construction of data mining
procedures. The workspace includes wizards and templates for database con-
nection, shows the user’s view of the persistence object store, and provides
the data mining task construction area. A data mining procedure is built
visually as a connected graph and executed on request. The model or models
returned by the mining components can be viewed with appropriate visual-
ization applets in the client. Besides various data mining algorithms and data
manipulation tools, the client interface also provides Java-based visualization
tools for data and model analysis. Data visualization allows users to view and
manipulate data before it is mined. Complex models, produced from data
mining algorithms, are presented as interactive visual objects. The Kensing-
ton system provides various 2D graphing tools and a 3D scatter visualizer for
data visualization. A decision tree visualizer, association rule visualizer, and
a cluster visualizer are examples of tools used to present mining models to
the user.

A.9.5 High-Performance Server

An important issue in data mining is the speed and performance of the
task. In a competitive business environment where quick and precise deci-
sions are needed, it is essential that a data mining task is performed within
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a reasonable time. Given the enormous size of data accumulated today, many
analysts have turned to high-performance computers for a solution. Kensing-
ton’s middleware serves as a gateway for connecting high-performance servers
to thin clients and distributed databases. In addition, the system provides
several optimized parallel algorithms for classification, clustering, association
rule analysis, and neural networks.
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Data Mining Standards

Abstract. The information presented in this appendix is collected from Arati
Kadav Jaya Kawale Pabitra Mitra, Department of Computer Science and Engineer-
ing, IIT, Kanpur. In this section, we have consolidated all the current data mining
standards. We have categorized them into process standards, XML standards, stan-
dard APIs, Web standards and grid standards, and discussed them in considerable
detail. We have also designed an application using these standards. We later also
analyze the standards and their influence on data mining application development,
and later point out areas in the data mining application development that need to
be standardized. We also talk about the trend in the focus areas addressed by these
standards.

Researchers in data mining and knowledge discovery are creating new, more
automated methods for discovering knowledge to meet the needs of the 21st century.
This need for analysis will keep growing, driven by the business trends of one-to-one
marketing, customer-relationship management, enterprise resource planning, risk
management, intrusion detection, and Web personalization – all of which require
customer-information analysis and customer-preferences prediction.

Deploying a data mining solution requires collecting data to be mined, clean-
ing, and transforming its attributes to provide the inputs for data mining models.
Also these models need to be built, used, and integrated with different applications.
Moreover it is required that currently deployed data management software be able to
interact with the data mining models using standards APIs. The scalability aspect
calls for collecting data to be mined from distributed and remote locations. Employ-
ing common data mining standards greatly simplifies the integration, updating, and
maintenance of the applications and systems containing the models.

Over the past several years, various data mining standards have matured and
today are used by many of the data mining vendors, as well as by others building
data mining applications. With the maturity of data mining standards, a variety of
standards-based data mining services and platforms can now be much more easily
developed and deployed. Related fields such as data grids, Web services, and the
Semantic Web have also developed standards-based infrastructures and services rel-
evant to KDD. These new standards and standards-based services and platforms
have the potential for changing the way the data mining is used.
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The data mining standards are concerned with one or more of the following
issues:

1. The overall process by which data mining models are produced, used,
and deployed: This includes, for example, a description of the business
interpretation of the output of a classification tree.

2. A standard representation for data mining and statistical
models: This includes, for example, the parameters defining a classification
tree.

3. A standard representation for cleaning, transforming, and aggregating at-
tributes to provide the inputs for data mining models: This includes, for
example, the parameters defining how zip codes are mapped to three-digit
codes prior to their use as a categorical variable in a classification tree.

4. A standard representation for specifying the settings required to build
models and to use the outputs of models in other systems: This includes,
for example, specifying the name of the training set used to build a clas-
sification tree.

5. Interfaces and Application Programming Interfaces (APIs) to other lan-
guages and systems: There are standard data mining APIs for Java and
SQL. This includes, for example, a description of the API so that a clas-
sification tree can be built on data in a SQL database.

6. Standards for viewing, analyzing, and mining remote and distributed data:
This includes, for example, standards for the format of the data and meta-
data so that a classification tree can be built on distributed Web-based
data.

The current established standards address these different aspects or di-
mensions of data mining application development. They are summarized in
Table II.1.

Section 2 describes the above standards in detail. In section 3 we design
and develop a data mining application using the above standards. Section 4
analyzes the standards and their relationship with each other and proposes
the areas where standards are needed. Section 5 illustrates examples on the
standards and Section 6 concludes this chapter

II.1 Data Mining Standards

II.1.1 Process Standards

CRISP-DM

CRISP-DM stands for CRoss Industry Standard Process for Data Mining. It
is industry, tool, and application neutral standard for defining and validating
data mining process. It was conceived in late 1996 by DaimlerChrysler, SPSS,
and NCR. The latest version is CRISP-DM1.0.



II.1 Data Mining Standards 701

Table II.1. Summary of Data Mining Standards

Areas Data Mining Standard Description
Process Standards Cross Industry

Standard Process
for Data Mining
(CRISP-DM)

Captures data mining process:
Begins with business problem and
ends with the deployment of knowl-
edge gained in the process.

XML Standards Predictive Model
Markup Language
(PMML)

Model for representing data mining
and statistical data.

Common Warehouse
Model for Data Mining
(CWM-DM)

Model for metadata that speci-
fies metadata for building settings,
model representations, and results
from model operations Models are
defined through the Unified Model-
ing Language.

Standard APIs SQL/MM, Java API
(JSR-73), Microsoft
OLE-DB

API for Data Mining applications

Protocol for
transport of
remote and
distributed data.

Data Space Transport
Protocol (DSTP)

DSTP is used for distribution,
enquiry, and retrieval of data
in a data space.

Model Scoring
Standard

Predictive scoring
and update protocol
(PSUP)

PSUP can be used for both on-line
real-time scoring and updates as
well as scoring in an off-line batch
environment (Scoring is the process
of using statistical models to make
decisions.)

Web Standards XML for analysis
(XMLA)

Standard Web service interface
designed specifically for on-line
analytical processing and data-
mining functions (uses Simple
Object Access Protocol (SOAP))

Semantic Web Semantic Web provides a framework
to represent information in machine
processable form and can be used to
extract knowledge from data mining
systems.

Data Space Provides an infrastructure for creat-
ing a Web of data. Is built around
standards like XML, DSTP, PSUP.
Helps handle large data sets that are
present on remote and distributed
locations.

Grid Standards Open Grid Service
Architecture

Developed by Globus – this stan-
dard talks about service-based open
architecture for distributed virtual
organizations. It will provide data
mining engine with secure, reliable,
and scaleable high bandwidth ac-
cess to the various distributed data
sources and formats across various
administrative domains.
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Motivation

As the market interest in data mining was resulting into its widespread uptake
every new adopter of data mining was required to come up with his own
approach of incorporating data mining in his current set up. There was also a
requirement of demonstrating that data mining was sufficiently mature to be
adopted as a key part of any customer’s business process. CRISP-DM provided
the standard process model for conceiving, developing, and deploying a data
mining project, which is nonpropriety and freely distributed.

Standard Description

The CRISP-DM organizes the process model into a hierarchical process model.
At the top level the task is divided into phases. Each phase consists of several
second-level generic tasks. These tasks are complete (covering the phase and
all possible data mining applications) and stable (valid for yet unforeseen
developments). These generic tasks are mapped to specialized tasks. Finally
these specialized tasks contain several process instances, which are record
of the actions, decisions, and results of an actual data mining engagement
process. This is depicted in Fig. II.1.

Mapping of the generic tasks (e.g., task for cleaning data) to specialized
task (e.g., cleaning numerical or categorical value) depends on the data mining
context. CRISP-DM distinguishes between four different dimensions of data
mining contexts. These are:

Application domain (areas of the project, e.g., response modeling)
Data mining problem type (e.g., clustering or segmentation problem)

Phases

Business
understanding

Each Phase

Four Level breakdown of CRISP-DM methodology

Generic
Tasks

Specialized
Tasks

Specialized
Tasks

Specialized
Tasks

Process
Instances

Generic
Tasks

Data
understanding

Data
Preparation

Modelling

Evaluation

Deployment

M
A
P
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Fig. II.1. CRISP-DM process Model
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Technical aspect (issues like outliers or missing values)
Tool and technique (e.g., Clementine or decision trees).

The more value for these different context domains are fixed, the more
concrete is the data mining context. The mappings can be done for the current
single data mining project in hand or for the future.

The process reference model consists of phases shown in Fig. II.1 and sum-
marized in Table II.2. The sequence of the phases is not rigid. Depending on

Table II.2. Phases in CRISP-DM Process Reference Model

Phases Description

Business understanding Focuses on assessing and understanding the project
objectives and requirements from a business perspec-
tive, then converting this knowledge into a data min-
ing problem definition and a preliminary plan designed
to achieve the objectives.

Data -Starts with an initial data collection.
understanding -The data collected is then described and explored

(e.g., target attribute of a prediction task is identi-
fied). - Then the data quality is verified (e.g., noise or
missing values).

Data preparation Covers all activities to construct the final dataset
(data that will be fed into the modeling tool(s))
from the initial raw data. Data preparation tasks
are likely to be performed multiple times and not
in any prescribed order. The data to be used for
analysis is -Selected -Cleaned (their data quality is
raised to the level required by the analysis tech-
nique) -Constructed (e.g., derived attributes like area
= length * breadth are created) -Integrated (informa-
tion from multiple tables is combined to create new
labels) and formatted.

Modeling -Specialized Modeling techniques are selected (e.g., de-
cision tree with C4.5 algorithm) -Test design is gener-
ate to test model’s quality and validity. -The modeling
tool is run on created data set. -The model is assessed
and evaluated. (accuracy tested)

Evaluation -The degree to which the model meets the business
objectives is assessed. -The model undergoes a review
process identifying the objectives missed or accom-
plished based on this whether the project should be
deployed or not is determined.

Deployment Depending on the requirements, the deployment phase
can be as simple as generating a report or as com-
plex as implementing a repeatable data mining process
across the enterprise. A deployment plan is chalked
out before actually carrying out the deployment.
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the outcome of each phase, which phase or which particular task of a phase
to be performed next is determined.

Interoperability with Other Standards

CRISP-DM provides a reference model, which is completely neutral to other
tools, vendors, applications, or existing standards.

II.1.2 XML Standards/ OR Model Defining Standards<TODO>

PMML

PMML stands for The Predictive Model Markup Language. It is being de-
veloped by the Data Mining Group [DMG], a vendor-led consortium, which
currently includes over a dozen vendors, including Angoss, IBM, Magnify,
MINEit, Microsoft, National Center for Data Mining at the University of
Illinois (Chicago), Oracle, NCR, Salford Systems, SPSS, SAS, and Xchange.
PMML is used to specify the models. The latest version of PMML Version
2.1 was released in March 2003. There have been 6 releases so far.

Motivation

A standard representation for data mining and statistical models was required.
Apart from this it was required that it be relatively narrow so that it could
serve as common ground for several subsequent standards so that these stan-
dards could interoperate.

Standard Description

PMML is an XML mark up language, which provides a way for applications
to define statistical and data mining models and to share models between
PMML-compliant applications.

It allows users to develop models within one vendor’s application, and use
other vendors’ applications to visualize, analyze, evaluate, or otherwise use
the models.

It describes the inputs to data mining models, the transformations used
prior to prepare data for data mining, and the parameters that define the mod-
els themselves. PMML consists of the components summarized in Table II.3.

Since PMML is an XML-based standard, the specification comes in the
form of an XML Document Type Definition (DTD). A PMML document can
contain more than one model. If the application system provides a means of
selecting models by name and if the PMML consumer specifies a model name,
then that model is used; otherwise the first model is used. (Refer to sect. 5.1
for an example of PMML.)
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Table II.3. PMML Components of Data Mining Model

PMML Component Description

Data Dictionary Data dictionary contains data definitions that do not vary
with the model. -Defines the attributes input to models
-Specifies the type and value range for each attribute.

Mining Schema The mining schema contains information that is specific
to a certain model and varies with the model. Each model
contains one mining schema that lists the fields used in
the model. These fields are a subset of the fields in the
data dictionary, e.g., the mining schema specifies the us-
age type of an attribute, which may be active (an input of
the model), predicted (an output of the model), or sup-
plementary (holding descriptive information and ignored
by the model).

Transformation
Dictionary

Defines derived fields. Derived fields may be defined by: -
Normalization that maps continuous or discrete values to
numbers -Discretization that maps continuous values to
discrete values -Value mapping that maps discrete val-
ues to discrete values -Aggregation that summarizes or
collects groups of values, e.g., by computing averages.

Model Statistics The model statistics component contains basic univariate
statistics about the model, such as the minimum, maxi-
mum, mean, standard deviation, median, etc. of numeri-
cal attributes.

Model Parameters PMML also specifies the actual parameters defining the
statistical and data mining models per se. The different
models supported in version 2.1 are: regression models,
clusters models, trees, neural networks, Bayesian models,
association rules, sequence models.

Mining Functions Since different models like neural networks and logistic
reasoning can be used for different purposes, e.g., some
instances implement prediction of numeric values, while
others can be used for classification. Therefore, PMML
version 2.1 defines five different mining functions, which
are association rules, sequences, classifications, regres-
sion, and clustering.

Interoperability with Other Standards

PMML is complementary to many other data mining standards. Its XML
interchange format is supported by several other standards, such as XML for
Analysis, JSR 73, and SQL/MM Part 6: Data Mining. PMML provides appli-
cations a vendor-independent method of defining models so that proprietary
issues and incompatibilities are no longer a barrier to the exchange of models
between applications.
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CWM-DM

CWM-DM stands for Common Warehouse Model for Data Mining. It was
specified by members of the JDM expert group and has many common el-
ements with JDM. It is a new specification for data mining metadata and
has recently been defined using the Common Warehouse Metadata (CWM)
specification from Object Management Group.

Motivation

Different data warehousing solutions, including data mining solutions, should
be provided transparently to applications through a unified metadata manage-
ment environment. Metadata not only links individual software components
provided by one software vendor, but it also has the potential to open a data
warehousing platform from one provider to third-party analytic tools and
applications. The Common Warehouse Metamodel is a specification that de-
scribes metadata interchange among data warehousing, business intelligence,
knowledge management and portal technologies. The OMG Meta-Object Fa-
cility bridges the gap between dissimilar metamodels by providing a common
basis for metamodels. If two different metamodels are both MOF-conformant,
then the models based on them can reside in the same repository.

Standard Description

The CWM-DM consists of the following conceptual areas that are summarized
in Table II.4. CWM DM also defines tasks that associate the inputs to mining
operations, such as build, test, and apply (score).

Table II.4. CWM-DM conceptual areas

CWM-DM Description
areas

Model description This consists of:
-MiningModel, a representation of the mining model itself -
MiningSettings, which drive the construction of the model -
ApplicationInputSpecification, which specifies the set of input
attributes for the model
-MiningModelResult, which represents the result set produced
by the testing or application of a generated model.

Settings Mining Settings has four subclasses representing settings for

• Statistics Settings
• Clustering Settings
• Supervised Mining Settings
• Association Rules Settings.
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The Settings represents the mining settings of the data mining algorithms
on the function level, including specific mining attributes.

The Attributes defines the data mining attributes and has Mining At-
tribute as its basic class.

Interoperability with Other Standards

CWM supports interoperability among data warehouse vendors by defining
Document Type Definitions (DTDs) that standardize the XML metadata in-
terchanged between data warehouses.

The CWM standard generates the DTDs using the following three steps:
First, a model using the Unified Modeling Language is created. Second
the UML model is used to generate a CWM interchange format called the
MetaObject Facility/XML Metadata Interchange. Third, the MOF/XML is
converted automatically to DTDs.

II.1.3 Web Standards

With the expansion of the World Wide Web, it has become one of the largest
repositories of data. Hence it is possible that data to be mined is distributed
and needs to be accessed via Web.

XMLA

Microsoft and Hyperion had introduced XML for Analysis, which is a Simple
Object Access Protocol (SOAP)-based XML API designed for standardizing
data access between a Web client application and an analytic data provider,
such as an OLAP or data mining application. XMLA APIs support the ex-
change of analytical data between clients and servers on any platform and
with any language.

Motivation

Under traditional data access techniques, such as OLE DB and ODBC, a
client component that is tightly coupled to the data provider server must be
installed on the client machine in order for an application to be able to ac-
cess data from a data provider. Tightly coupled client components can create
dependencies on a specific hardware platform, a specific operating system, a
specific interface model, a specific programming language, and a specific match
between versions of client and server components. The requirement to install
client components and the dependencies associated with tightly coupled archi-
tectures are unsuitable for the loosely coupled, stateless, cross-platform, and
language independent environment of the Internet. To provide reliable data
access to Web applications the Internet, mobile devices, and cross-platform
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desktops need a standard methodology that does not require component down-
loads to the client. Extensible Markup Language (XML) is generic and can
be universally accessed.

XML for Analysis advances the concepts of OLE DB by providing stan-
dardized universal data access to any standard data source residing over the
Web without the need to deploy a client component that exposes COM inter-
faces. XML for Analysis is optimized for the Web by minimizing roundtrips to
the server and targeting stateless client requests to maximize the scalability
and robustness of a data source.

Standard Description

XMLA – XML-based communication API – defines two methods, Discover
and Execute, which consume and send XML for stateless data discovery and
manipulation.

The two APIs are summarized in Table II.5.
ResultSet: This required parameter contains the result set returned by the

provider as a Rowset object. The Discover and Execute methods enable users
to determine what can be queried on a particular server and, based on this,
submit commands to be executed.

The client having the URL for a server hosting a Web service sends Dis-
cover and Execute calls using the SOAP and HTTP protocols to the server.
The server instantiates the XMLA provider, which handles the Discover and
Execute calls. The XMLA provider fetches the data, packages it into XML,
and then sends the requested data as XML to the client. (Refer to Sect. 5.2
for a detailed example of XMLA.)

Interoperability with Other Standards

XMLA specification is built upon the open Internet standards of HTTP, XML,
and SOAP, and is not bound to any specific language or technology.

Semantic Web

The World Wide Web Consortium (W3C) standards for the Semantic Web
defines a general structure for knowledge using XML, RDF, and ontologies
[W3C SW]. The Semantic Web approach develops languages for expressing
information in machine-processable form. The Semantic Web provides a com-
mon framework that allows data to be shared and reused across application,
enterprise, and community boundaries. It is a collaborative effort led by W3C
with participation from a large number of researchers and industrial partners
and is based on the Resource Description Framework (RDF), which integrates
a variety of applications using XML for syntax and URIs for naming.

This infrastructure in principle can be used to store the knowledge ex-
tracted from data using data mining systems, although at present, one could
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Table II.5. XMLA APIs

XMLA APIS Description

Discover It is used to obtain information (e.g., a list of available
data sources) and metadata from Web services. The data
retrieved with the Discover method depends on the values
of the parameters passed to it. Syntax: Discover ([in] Re-
questType As EnumString, [in] Restrictions As Restrictions
[in] Properties As Properties,// [out] Resultset As Rowset)
RequestType: Determines the type of information to be re-
turned Restrictions: Enables the user to restrict the data
returned in Resultset
Properties: Enables the user to control some aspect of the
Discover method, such as defining the connection string,
specifying the return format of the result set, and speci-
fying the locale in which the data should be formatted. The
available properties and their values can be obtained by us-
ing the DISCOVER−PROPERTIES request type with the
Discover methodResultSet.
ResultSet: This required parameter contains the result set
returned by the provider as a Rowset object.

Execute The Execute method is used for sending action requests to
the server. This includes requests involving data transfer,
such as retrieving or updating data on the server. Syntax:
Execute ([in] Command As Command, [in] Properties As
Properties, [out] ResultSet As ResultSet)
Command : It consists of a provider-specific statement
to be executed. For example, this parameter contains a
<Statement> tag that contains an SQL command or query.
Properties: Each property allows the user to control some
aspect of the Execute method, such as defining the connec-
tion string, specifying the return format of the result set, or
specifying the locale in which the data should be formatted.

argue that this is more of a goal than an achievement. As an example of the
type of knowledge that can be stored in the Semantic Web, RDF can be used
to code assertions such as “credit transactions with a dollar amount of $1 at
merchants with a MCC code of 542 have a 30% likelihood of being fraudulent.”

Data Space

Data space is an infrastructure for creating a web of data or data webs. The
general operations in the Web involve browsing remote pages or documents
whereas the main purpose of having a data space is to explore and mine
remote columns of distributed data. Data webs are similar to Semantic Webs
except that they house data instead of documents.
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Motivation

The Web today contains a large amount of data. Although the amount of
scientific, health care, and business data is exploding, we do not have the
technology today to casually explore remote data either to mine distributed
data. The size of individual data sets has also increased. There are a certain
issues involved in the process of analyzing such a data. The multimedia doc-
uments on the Web cannot be directly used for the process of mining and
analyzing. Another issue is that the current Web structure does not optimally
support handling of large data sets and is best suited only for browsing hy-
pertext documents. Hence there is a need to have a standard support to this
data. The concept of a data space helps explore, analyze, and mine such data.

Standard Description

The DataSpace project is supported by the National Science Foundation and
has Robert Grossman as its director. DataSpace is built around standards
developed by the Data Mining Group and W3C. The concept of a DataSpace
is based upon XML and Web services, which are W3C-maintained standards.
DataSpace defines a protocol DSTP (DataSpace Transfer Protocol) for distri-
bution, enquiry, and retrieval of data in a DataSpace. It also works with the
real-time scoring standard PSUP (Predictive Scoring and Update Protocol).

The DataSpace consists of the components as shown in Fig. II.2: DSTP is
the protocol for the distribution, enquiry and retrieval of data in a DataSpace.
The data could be stored in files, databases or distributed databases. It has
a corresponding XML file, which contains Universal Correlation Key tags
(UCK) that act as identification keys.

The UCK is similar to a primary key in a database. A join can be performed
by merging data from different servers on the basis of UCKs.[DSTP]

DSTP DSTP

PMML

Data Mining

Engine

PSUP
for real-

time

Open Source

Server

Open Source

Client

Data Web

Fig. II.2. DataSpace Architecture
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Table II.6. Summary of Data Space Standards

Standard Description

DSTP Provides direct support for attributes, keys and meta data.
Also supports: Attribute Selection
Range Queries Sampling Other functions for accessing and analyzing
remote data

PSUP Is a protocol is a protocol for event driven, real time scoring.
PSUP provides the ability to use PMML in real time applications.

The Predictive Scoring and Update Protocol is a protocol for event driven,
real time scoring. Real time applications are becoming increasing important in
business, e-business, and health care. PSUP provides the ability to use PMML
applications in real time and near real time applications.

For the purpose of data mining a DSTP client is used to access the re-
mote data. The data is retrieved from the required sites and DataSpace is
designed to interoperate with proprietary and open source data mining tools.
In particular the open source statistical package R has been integrated into
Version 1.1 of DataSpace and is currently being integrated into Version 2.0.
DataSpace also works with predictive models in PMML, the XML markup
language for statistical and data mining models. The above mentioned stan-
dards are briefed in Table II.6.

II.1.4 Application Programming Interfaces (APIs)

Earlier application developers wrote their own data mining algorithms for
applications, or used sophisticated end-user GUIs. The GUI package for data
mining included a complete range of methods for data transformation, model
building, testing and scoring. But it remained challenging to integrate data
mining and the application code due to lack of proper APIs to do the task.
APIs were vendor specific and hence proprietary. Thus the product developed
would become dependent and hence risky to market. To switch to a different
vendor’s solution the entire code had to be re-written, which made the process
costly.

In short it was realized that data-mining solutions must co-exist. Hence
the need arose to have a common standard for the APIs. The ability to lever-
age data mining functionality via a standard API greatly reduces risk and
potential cost. With a standard API customers can use multiple products for
solving business problems by applying the most appropriate algorithm imple-
mentation without investing resources to learn each vendor’s proprietary API.
Moreover, a standard API makes data mining more accessible to developers
while making developer skills more transferable. Vendors can now differentiate
themselves on price, performance, accuracy, and features.
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SQL/ MM DM

SQL/MM is an ISO/IEC international standardization project. The SQL/MM
suite of standards includes parts used to manage full-text data, spatial data,
and still images. Part 6 of the standard addresses data mining.

Motivation

Database systems should be able to integrate data mining applications in a
standard way so as to enable the end user to perform data mining with ease.
Data mining has become a part of modern data management and could be said
to be a sophisticated tool to extract information or to aggregate the original
data. SQL is a language widely used by database users today and provides
basic operations of aggregate, etc. Thus data mining could be said to be a
natural extension to the primitive functionalities provided by SQL. Hence it
becomes obvious to standardize data mining through SQL.

Standard Description

The SQL/MM Part 6: Data mining standard provides an API for data mining
applications to access data from SQL-MM compliant relational databases. It
defines structured user-defined types, including associated methods to support
data mining. It attempts to provide a standardized interface to data mining
algorithms that can be layered atop of any object-relational database system
and even deployed as a middleware when required. Table II.7 below provides
a brief description of the standard:

Java API’s

Java Specification Request -73 (JSR-73), also known as Java Data Mining
(JDM), defines a pure Java API to support data mining operations. The
JDM development team was led by Oracle and included other members like
Hyperion, IBM, Sun Microsystems, and others.

Motivation

Java has become a language that is widely used by application developers.
The Java 2 Platform, Enterprise Edition (J2EE), provides a standard devel-
opment and deployment environment for enterprise applications. It reduces
the cost and complexity of developing multitier enterprise services by defining
a standard, platform-independent architecture for building enterprise compo-
nents.

JSR-73 provides a standard way to create, store, access and maintain data
and metadata supporting data mining models, data scoring and data mining
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Table II.7. Summary of SQL/MM DM Standard

Description

Data Mining
Techniques

4 Different data mining techniques supported by this:

Row Model Allows to search for patterns and re-
lationships between different parts
of your data

Clustering Model Helps grouping of Clusters
Regression Model Helps predict the ranking of new

data base upon the analysis of ex-
isting data

Classification Model Helps predicting the grouping or
class of the new data

Data Mining
Stages

3 distinct stages through which data can be mined

Train Choose technique most appropriate
Set parameters to orient the model
Train by applying reasonably sized
data

Test For classification and regression test
with known data and compare the
model’s predictions

Apply Apply the model to the business
data

Supporting
Data Types

DM−*Model,

Defines the model that you want to use when mining your
data
DM−*Settings
Stores various parameters of the data mining model, e.g.
- Depth of a decision tree
- Maximum number of clusters
DM−*Result
Created by running data mining model against real
data
DM−*TestResult
Holds the results of testing during the training
phase of the data mining models
DM−*Task
Stores the metadata that describe the process and con-
trol of the testing and of the actual runnings.
where * could be
“Clas” – Classification Model
“Rule” – Rule Model
“Clustering” – Clustering Model
“Regression” – Regression Model
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results serving J2EE compliant application servers. It provides a single stan-
dard API or data mining system that will be understood by a wide variety
of client applications and components running on the J2EE platform. This
specification does not preclude, however, the use of JDM services outside of
the J2EE environment.

Standard Description

Defining compliance for vendor specification asks for addressing several is-
sues. In JDM, data mining includes the functional areas of classification,
regression, attribute importance, clustering, and association. These are sup-
ported by supervised and unsupervised algorithms as decision trees, neural
networks, näıve Bayes, support vector machines, K-means on structured data.
A particular implementation of this specification may not necessarily support
all interfaces and services provided by JVM. JDM is based on a general-
ized, object-oriented, data mining conceptual model leveraging emerging data
mining standards such the Object Management Group’s Common Warehouse
Metadata (CWM), ISO’s SQL/MM for Data Mining, and the Data Mining
Group’s Predictive Model Markup Language (PMML), as appropriate imple-
mentation details of JDM are delegated to each vendor.

A vendor may decide to implement JDM as a native API of its data min-
ing product. Others may opt to develop a driver/adapter that mediates be-
tween a core JDM layer and multiple vendor products. The JDM specification
does not prescribe a particular implementation strategy, nor does it prescribe
performance or accuracy of a given capability or algorithm. To ensure J2EE
compatibility and eliminate duplication of effort, JDM leverages existing spec-
ifications. In particular, JDM leverages the Java Connection Architecture to
provide communication and resource management between applications and
the services that implement the JDM API. JDM also reflects aspects the Java
Metadata Interface. [JDM]

Microsoft OLEDB-DM

In July 2001 Microsoft released specification document for first real indus-
trial standard for data mining called OLEDB for Data Mining. This API is
supported by Microsoft and in part of release of Microsoft SQL Server 2000
(Analysis Server component). (Refer to Sect. 5.3 for an overview of OLEDB.)

Motivation

An industry standard was required for data mining so that different data
mining algorithms from various data mining ISVs can be easily plugged into
user applications. OLEDB-DM addressed the problem of deploying models
(once the model is generated, how to store, maintain, and refresh it as data
in the warehouse is updated, how to programmatically use the model to do
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Table II.8. Summary of Java Data Model Standards

Architectural

Components

JDM has 3 logical components

Application Programming Interface: Is the end user visible component of

a JDM implementation that allows access to the services provided by the data

mining engine. An application developer would require the knowledge of only

this librar

Data Mining Engine: Provides the infrastructure that offers a set of data

mining services to the API clients

Metadata repository: Serves to persistent data mining objects. The repos-

itory can be based on the CWM framework.

Data Mining

Functions

JDM specifies the following data mining functions:

Classification: Classification analyzes the input or the build data and pre-

dicts to which class a given case belongs.

Regression: Regression involves predicting a continuous, numerical valued

target attribute given a set of predictors.

Attribute Importance: Determines which attributes are most important for

building a model. Helps users to reduce the model build time, scoring time,

etc. Similar to feature selection.

Clustering: Clustering Analysis finds out clusters embedded in the data,

where a cluster is a collection of data objects similar to one another.

Association: Has been used in market basket analysis and analysis of cus-

tomer behavior for the discovery of relationships or correlations among a set

of items.

Data Mining

Tasks

Data mining revolves around a few common data mining tasks: Building

a Model: Users define input tasks specifying the parameters model name,

mining data, and mining settings. JDM enables users to build models in the

functional areas – classification, regression, attribute importance, clustering

and association.

Testing a Model: Gives an estimate of the accuracy a model has in predict-

ing the target. Follows model building to compute the accuracy of a model’s

predictions when the model is applied to a previously unseen data set. In-

put consists of model and data for testing the model. Test results could be

confusion matrix, error estimates, etc. Lift is a measure of effectiveness of a

predictive model. A user may specify to compute lift.

Applying a Model: Model is finally applied to a case. Produces one or more

predictions or assignments. JDM enables

Object Import and Export: Could be useful in

• Interchange with other DMEs

• Persistent storage outside the DME

• Object inspection or manipulation

• To enable import and export of system metadata JDM specifies 2 stan-

dards for defining metadata in XML

• PMML for mining models

• CWM

• Computing statistics on data: Provides to compute various statistics

on a given physical data set.

• Verifying task correctness

Extension

Packages

javax.datamining

javax.datamining.settings javax.datamining.models

javax.datamining.transformations

javax.datamining.results

Conformance

Statement

JDM API standard is flexible and allows vendors to implement only specific

functions that they want their product to support. Packages are divided into

2 categories

-Required: Vendors must provide an implementation for this.

-Optional: A vendor may or may not implement these.
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predictions on other data sets, and how to browse models over the life cycle
of an enterprise). Another motivation to introduce OLE DB DM was to en-
able enterprise application developers to participate in building data mining
solutions. For this it was required that the infrastructure for supporting data
mining solution is aligned with traditional database development environment
and with APIs for database access.

Standard Description

OLE DB for DM is an OLE DB extension that supports data mining opera-
tions over OLE DB data providers. It has a concept of data mining providers:
Software packages that provide data mining algorithms. Data mining con-
sumers: Those applications that use data mining features. OLE DB for DM
specifies the API between data mining consumers and data mining providers.
It introduces two new concepts of cases and models in the current semantics
of OLEDB.

CaseSets: Input data is in the form of a set of cases (caseset). A case cap-
tures the traditional view of an “observation” by machine learning algorithms
as consisting of all information known about a basic entity being analyzed for
mining as opposed to the normalized tables stored in databases. It makes use
of the concept of nested tables for this.

Data mining model (DMM): It is treated as if it were a special type of
“table”: A caseset is associated with a DMM and additional metainformation
while creating (defining) a DMM. When data (in the form of cases) is inserted
into the data mining model, a mining algorithm processes it and the resulting
abstraction (or DMM) is saved instead of the data itself. Once a DMM is
populated, it can be used for prediction, or its content can be browsed for
reporting.

The key operations to support on a data mining model are shown in
Table II.9.

This model has an advantage of having a low cost of deployment. (Refer
Sect. 5.3 for an example.)

Interoperability with Other Standards

OLE DB for DM is independent of any particular provider or software and is
meant to establish a uniform API. It is not specialized to any specific mining
model but is structured to cater to all well-known mining models.

II.1.5 Grid Services

Grids are collections of computers or computer networks, connected in a way
that allows for sharing of processing power and storage as well as applica-
tions and data. Grid technologies and infrastructures are hence defined as
supporting the sharing and coordinated use of diverse resources in dynamic,
distributed “virtual organizations.”
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Table II.9. DMM Operations

Operations Description Syntax
on DMM

Define Identifying the set of attributes
of data – to be predicted – to be
used for prediction and the algo-
rithm used to build the mining
model

CREATE statement

Populate Populating a mining model from
training data using the algorithm
specified in its definition above

Repeatedly via the INSERT
INTO statement (used to add
rows in a SQL table), and emp-
tied (reset) via the DELETE
statement.

Predict Predicting attributes for new
data using a mining model that
has been populated

Prediction on a dataset made by
making a PREDICTION JOIN
between the mining model and
the data set.

Browse Browsing a mining model for re-
porting and visualization appli-
cations

Using SELECT statement

OGSA and data mining

The Open Grid Services Architecture (OGSA) represents an evolution to-
ward a Grid architecture based on Web services concepts and technologies. It
consists of a well-defined set of basic interfaces used to communicate exten-
sibility, vendor neutrality, and commitment to a community standardization
process. It uses the Web Services Description Language (WSDL) to achieve
self-describing, discoverable services and interoperable protocols, with exten-
sions to support multiple coordinated interfaces and change management.

Motivation

In a distributed environment, it is important to employ mechanisms that
help in communicating interoperably. A service-oriented view partitions this
interoperability problem into two subproblems:

Definition of service interfaces and the identification of the protocol(s) that
can be used to invoke a particular interface

Agreement on a standard set of such protocols. A service-oriented view al-
lows local/remote transparency, adaptation to local OS services, and uniform
service semantics.

A service-oriented view also simplifies encapsulation behind a common in-
terface of diverse implementations that allows for consistent resource access
across multiple heterogeneous platforms with local or remote location trans-
parency, and enables mapping of multiple logical resource instances onto the
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same physical resource and management of resources. Thus service definition
is decoupled from service invocation. OGSA describes and defines a service-
oriented architecture composed of a set of interfaces and their corresponding
behaviors to facilitate distributed resource sharing and accessing in hetero-
geneous dynamic environments. Data is inherently distributed and hence the
data mining task needs to be performed keeping this distributed environ-
ment in mind. Also it is required to provide data mining as a service. Grid
technology provides secure, reliable, and scaleable high-bandwidth access to
distributed data sources across various administrative domains that can be
exploited.

Standard Description

Figure II.3 shows the individual components of the service-oriented architec-
ture (SOA). The service directory is the location where all information about
all available grid services is maintained. A service provider that wants to offer
services publishes its services by putting appropriate entries into the service
directory. A service requestor uses the service directory to find an appropriate
service that matches its requirements. An example of data mining scenario us-
ing this architecture is as follows. When a service requestor locates a suitable
data mining service, it binds to the service provider, using binding information
maintained in the service directory.

The binding information contains the specification of the protocol that
the service requestor must use as well as the structure of the request mes-
sages and the resulting responses. The communication between the various
agents occurs via an appropriate transport mechanism. Grid offers basic ser-
vices that include resource allocation and process management, unicast and

Service Requester

Transport

Medium

Bind
Find

Publish

Service Provider

Service

Directory

Fig. II.3. Service-oriented architecture
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multicast communication services, security services, status monitoring, remote
data access, etc.

Apart from this there is data grid that provides Grid FTP (a secure,
robust, and efficient data transfer protocol) and metadata information man-
agement system. Hence, the grid-provided functions do not have to be re-
implemented for each new mining system, e.g., single sign-on security, ability
to execute jobs at multiple remote sites, ability to securely move data between
sites, broker to determine best place to execute mining job, job manager to
control mining jobs, etc. Therefore, mining system developers can focus on the
mining applications and not the issues associated with distributed processing.
However, the standards for these are yet to be developed.

Interoperability with other standards:

The standard for Grid Services is yet to emerge.

II.2 Developing Data Mining Application Using
Data Mining Standards

In this section we describe a data mining application. We then describe its
architecture using data mining standards. However we see that not all the
architecture constructs can be standardized as no standards are available for
them. We point this out in more detail in Sect. II.4 below.

II.2.1 Application Requirement Specification

A multinational food chain has its outlets in several countries, e.g., India,
USA, and China. The outlets in each of these want information regarding:

• Combinations of food items that constitute their happy meal.
• Most preferred food items they need to target for their advertisements in

the respective country.
• Preferred seasonal food items.
• Information about the food item, their prices and their popularity and

coming up with patterns that reveal the relationship between the pricing
and the popularity.

The above information must be obtained from these transactions solely as
the food chain company does not want to indulge in any surveys. All the
customer transactions of each outlet are recorded. The transactions contain
along with customer id, the food items, their prices, and the time at which
the order was placed. However each outlet could store transactions in different
databases like Oracle, Sybase for the same. As we see this is a typical data
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mining application. In the next section we describe the run-time architecture
of the data mining system. We also see how application of standards makes
the components of this architecture independent of each other as well as of
the underlying platform or technology.

II.2.2 Design and Deployment

Architecture Overview

In the architecture shown in Fig. II.4, the outlets (data sources) are spread in
multiple locations (Location A, B, C) henceforth referred to as remote data
sources. The data before being mined has to be aggregated in a single location.
For this we use a client server architecture. Each of the remote data sources
have a data server which might connect to the respective database using any
standard drivers. A client is deployed in the location where data to be mined is
collected. This client contacts these servers for browsing or retrieving data. As
mentioned in the figure we need a standard for data transport over the Web
so that this entire client server architecture can be independently developed
and deployed.

Location A Location B Location C

Data

Server

Location where
data mining
tasks is being

Data Data

1) Standard for
data transport over
the web

Server

Client

4) Standard API

Driver

3) Standard Midel Representation
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representing decision

ApplicationOutput 4) Standard API

Data
Warehouse

Server

5) Standard for data
cleaning, transformation

2) Data
Connectivity

Data
Mining
Engine

Data
Mining
Engine

Data
Mining
Engine

Mining
Model

Mining
Model

Mining
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Fig. II.4. Architecture of Data Mining Application
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The client stores the data in a data warehouse so that data mining opera-
tions can be performed on it. But before the data is to be mined it needs to be
cleaned and transformed. Some standards should be present for this purpose.

The DataMining Engine accesses the data in the warehouse with the help
of standard data connectivity mechanisms. It produces a mining model such
a decision tree, etc. This model is then used to discover patterns in the data.
It is required that the model produced be represented in a standard format
so as to allow interoperability across vendors as well as different data mining
engine. Hence a standard is required for the same.

The data mining engine is accessible to the end user via an application
programming interface. The application requiring data mining contains the
calls of the API. This set of APIs should be standardized so as to allow the
application to switch to a different vendors solution without being concerned
about changing his entire code.

Also, once the data mining task is performed the output produced needs
to be incorporated into the existing business model. Hence the decisions or
suggestions recommended by the data mining model need to be stored. For
this a standardized decision model is required that incorporates this decision
model with the current business model.

Standards Employed in the Architecture

For the data transport over the Web the standard DSTP [Sect. 2.3.3] is em-
ployed. The mining model produced by the data mining engine is PMML
[Sect. 2.2.1] compliant so as to enable interoperability. If not PMML then any
model that confirms to metamodel specifications of CWM-DM [Sect. 2.2.2]
must be used. However the most widely used model currently is PMML. The
data mining engine connects to the data warehouse using any of the JDBC
or ODBC drivers. Here we use JDBC driver for it. The application uses the
data mining services with the help of the standard API –JSR-73. [Sect. 2.4.2].

The entire system should be developed using the Process Standard CRISP-
DM [Sect. 2.1.1].

If we want this data mining application to be deployed as a Web service
then we can use a provider server at this end that supports XMLA’s Execute
and Discover APIs [Sect. 2.3.1]. Thus any third party can fire queries without
having any software installed at its end.

Standards Not Yet Defined

As we see there are no current standards that can be used for data trans-
formation. Also there is no standard decision model that could incorporate
the output of a data mining task into our engine. We discuss this further in
sect. II.4.

Scoring should also be integrated with the mining applications via pub-
lished standard API’s and run-time library scoring engines. Automation of
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the scoring process will reduce processing time, allow for the most up-to-date
data to be used, and reduce error.

II.3 Analysis

Earlier data mining comprised algorithms working on flat files with no stan-
dards. Industry interest led to development of standards that enabled repre-
sentation of these algorithms in a model and separation of online development
of these models with their deployment. These standards are maturing and be-
coming rich enough to cover both the data preparation as well as the scoring.
In parallel, standards are being developed for integrating data mining stan-
dards with the standards in near-by communities such as grid computing and
Web-services based computing.

We saw that the standards introduce high requirements on data mining
products mainly demanded by users of data mining technology. From the
standards we have studied we conclude that they achieve the following two
goals:

• Unify existing products with well-known functionality (Partially) design
the functionality such that future products match real-world requirements.
Therefore these early standards will drive the data mining products and
not vice versa.

Also the narrow nature of earlier standards like PMML serves as a common
ground for several emerging standards. Adoption of this standard helps in
exporting models across different applications. Together PMML and CWM-
DM also provide mechanism for abstracting specific data mining technologies
by hiding the complexity of the underlying data mining algorithm. Also spe-
cific APIs enable seamless integration of data mining solutions into existing
infrastructure. We also see that different standards address disjoint areas of
data mining application design and development, so they easily interoperate.
However, we are yet to have mature standards in the following area:

• Input data transformation, cleaning
• Standard for having a decision model of the output data mining applica-

tions that can be seamlessly incorporated in the existing business model.
• Standard for model scoring, which can be integrated with the driving ap-

plications via standardized published API’s and run-time library scoring
engines.

Some standards need to have additional information where for each data min-
ing task performance versus accuracy can be queried. This is required since
data mining API users may not know the cost performance trade off of a
particular algorithm chosen. This standard’s utility will be uncovered more
if more than one implementation of a given data mining algorithm example
decision trees is provided.



II.4 Application Examples 723

In this survey it is found that integrating data mining applications is still
a challenge as all the standards have not yet been completely adopted by
the vendors. However we see promising trends as now vendors (for example
Oracle) are providing support for data mining applications.

II.4 Application Examples

II.4.1 PMML Example

Data dictionary for Fisher’s Iris data set:

<DataDictionary numberOfFields = ”5”>

<DataField name = “Petal−length” optype = “continuous”/>

<DataField name = “Petal−width” optype = “continuous”/>

<DataField name = “Sepal−length” optype = “continuous”/>

<DataField name = “Sepal−width” optype = “continuous”/>

<DataField name = “Species−name” optype = “categorical”>

<Value value = “Setosa”/>

<Value value = “Verginica”/>

<Value value = “Versicolor”/>

< /DataField>

< /DataDictionary>

Corresponding mining schema:

<MiningSchema>

<MiningField name = “Petal−length” usageType = “active”/>

<MiningField name = “Petal−width” usageType = “active”/>

<MiningField name = “Sepal−length” usageType = “supplementary”/>

<MiningField name = “Sepal−width” usageType = “supplementary”/>

<MiningField name = “Species−name” usageType = “predicted”/>

< /MiningSchema>

Node of a decision tree built from the data:

<Node score = “Setosa” recordCount = “50”>

<SimplePredicate field = “Petal−length” operator
= “lessThan” value = “24.5”/>
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<ScoreDistribution value = “Setosa” recordCount = “50”/>

<ScoreDistribution value = “Verginica” recordCount = “0”/>

<ScoreDistribution value = “Versicolor” recordCount = “0”/>

< /Node>

Association Rule Example:

<PMML>. . .

<!− We have three items in our input data –>

<Item id = “1” value = “Cracker” /> <Item id = “2” value = “Coke” />

<Item id = “3” value = “Water” />

<!− and two frequent itemsets with a single item –>

<Itemset id = “1” support = “1.0” numberOfItems = “1”>

<ItemRef itemRef = “1” /> </Itemset>

<Itemset id = “2” support = “1.0” numberOfItems = “1”>

<ItemRef itemRef = “3” /> </Itemset>

<!− and one frequent itemset with two items. –>

<Itemset id = “3” support = “1.0” numberOfItems = “2”>

<ItemRef itemRef = “1” /> <ItemRef itemRef = “3” />

< /Itemset>

<!− Two rules satisfy the requirements –>

<AssociationRule support = “1.0” confidence = “1.0” antecedent
= “1” consequent = “2”/>

<AssociationRule support = “1.0” confidence = “1.0” antecedent
= “2” consequent = “1” />

< /AssociationModel>

< /PMML>

II.4.2 XMLA Example

Source: XML for Analysis Specification Version 0.90

Sports Statistics Data Provider

A major sports provider makes its sports statistics available for interactive
analysis over the Internet as a Microsoft.NET service called Sports Web Pages.
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The service uses the XML for Analysis specification to enable access to both
data and analytical models. The Sports Web Site Web pages create a platform-
neutral thin analysis client application that speaks to an XML for Analysis
provider on the Web server. Client users can use any of several different ways
to access this information from any device to find interesting information
about their favorite sports.

For example, in one scenario a user is at a basketball stadium watching
his home team. While discussing the game with his friends, he wants to know
the top winning margins for his team. To get this information, he uses his
Internet-enabled cell phone to connect to the mobile version of Sports Web
Site, and then he uses the analysis client to retrieve a list of available sports
databases. He chooses a database for basketball statistics, reviews predefined
queries offered by the client application (player statistics, team wins, and so
on), and finds exactly the query he needs. He then executes this query and
learns that his team is about to break a 40-year-old record!

Another user goes through similar steps, but instead of using a cell phone,
he uses a traditional PC or the Web browser in his interactive TV box. In
the above scenarios the two users interact with the Sports Web Site client,
which in turn sends a sequence of Discover and Execute methods to fetch the
users’ selections. A Discover method returns metadata that lists the available
databases and details about a given database. Preformulated queries in the
client run an Execute method when chosen by the user. In the cell phone
scenario, only one query is submitted using the Execute method. The results
of the Execute methods return a dataset that provides the requested data,
which the client Web page formats for the user.

II.4.3 OLEDB

A vast amount of the critical information necessary for conducting day-to-day
business is found outside of traditional, corporate production databases. In-
stead, this information is found in file systems, in indexed-sequential files (e.g.,
Btrieve), and in personal databases such as Microsoft Access and Microsoft
Visual FoxPro; it is found in productivity tools such as spreadsheets, project
management planners, and electronic mail; and more and more frequently, it
is found on the World Wide Web.

To take advantage of the benefits of database technology, such as declara-
tive queries, transactions and security businesses had to move the data from
its original containing system into some type of database management system
(DBMS). This process is expensive and redundant. Furthermore, businesses
need to be able to exploit the advantages of database technology not only
when accessing data within a DBMS but also when accessing data from any
other type of information container. To address this need, Microsoft created
OLE DB.

OLE DB is a set of component object model (COM) interfaces that provide
applications with uniform access to data stored in diverse information sources
and that also provide the ability to implement additional database services.
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These interfaces support the amount of DBMS functionality appropriate to
the data store, enabling it to share its data.

II.4.4 OLEDB-DM Example

<todo Refine>

Create an OLE DB Data Source Object and Obtain an OLE DB
Session Object

This is the standard mechanism of connecting to data stores via OLE DB.

Create the Data Mining Model Object

Using an OLE DB command object, the client executes a CREATE statement
that is similar to a CREATE TABLE statement.

CREATE MINING MODEL [Age Prediction](

[Customer ID] LONG KEY,

[Gender] TEXT DISCRETE,

[Age] DOUBLE DISCRETIZED() PREDICT,

[Product Purchases] TABLE(

[Product Name] TEXT KEY,

[Quantity] DOUBLE NORMAL CONTINUOUS,

[Product Type] TEXT DISCRETE RELATED TO [Product Name]

)

)

USING [Decision Trees]

Insert Training Data into the Model

In a manner similar to populating an ordinary table, the client uses a form
of the INSERT INTO statement. Note the use of the SHAPE statement to
create the nested table.

INSERT INTO [Age Prediction](

[Customer ID], [Gender], [Age],

[Product Purchases](SKIP, [Product Name], [Quantity],

[Product Type])

)
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SHAPE {
SELECT [Customer ID], [Gender], [Age] FROM Customers

ORDER BY [Customer ID]

}
APPEND(

{SELECT [CustID], [Product Name], [Quantity],

[Product Type]

FROM Sales

ORDER BY [CustID]}
RELATE [Customer ID] To [CustID])

AS [Product Purchases]

Use the Data Mining Model to make some Predictions

Predictions are made with a SELECT statement that joins the model’s set
of all possible cases with another set of actual cases. The actual cases can be
incomplete. In this example, the value for “Age” is not known. Joining these
incomplete cases to the model and selecting the “Age” column from the model
will return a predicted “age” for each of the actual cases.

SELECT t.[Customer ID], [Age Prediction].[Age]

FROM [Age Prediction]

PREDICTION JOIN(

SHAPE {
SELECT [Customer ID], [Gender], FROM Customers

ORDER BY [Customer ID]

}
APPEND (

{SELECT [CustID], [Product Name], [Quantity]

FROM Sales ORDER BY [CustID]}
RELATE [Customer ID] To [CustID]

)

AS [Product Purchases]

) as t
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ON [Age Prediction].Gender = t.Gender and

[Age Prediction].[Product Purchases].[Product Name] =

t.[Product Purchases].[Product Name] and

[Age Prediction].[Product Purchases].[Quantity] =

t.[Product Purchases].[Quantity]

II.4.5 SQL/MM Example

DM−RuleModel type represents models that are the result of the search for
assoc. rules

<!−definition–>

CREATE TYPE DM−RuleModel AS

(

DM−content CHARACTER LARGE OBJECT(DM−MaxContentLength)

)

<!−public members –>

STATIC METHOD DM−impRuleModel

(input CHARACTER LARGE OBJECT(DM−MaxContentLength))

RETURNS DM−RuleModel

METHOD DM−expRuleModel ()

RETURNS CHARACTER LARGE OBJECT(DM−MaxContentLength

METHOD DM−getNORules ()

RETURNS INTEGER

METHOD DM−getRuleTask ()

RETURNS DM−RuleTask

II.4.6 Java Data Mining Model Example

The following code illustrates how to build a clustering model on a table stored
in a location that is expressed as a URI (uniform resource identifier). Vendors
can design their own URIs and thus we do not use a practical URI in this
example. It is assumed that a URI is available in this example.
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// Create the physical representation of the data

(1) PhysicalDataSetFactory pdsFactory = (PhysicalDataSetFactory)

dmeConn.getFactory(“javax.datamining.data.PhysicalDataSet”);

(2) PhysicalDataSet buildData = pdsFactory.create(uri);

(3) dmeConn.saveObject(“myBuildData”, buildData, false)

// Create the logical representation of the data from physical data

(4) LogicalDataFactory ldFactory = (LogicalDataFactory)

dmeConn.getFactory(“javax.datamining.data.LogicalData”);

(5) LogicalData ld = ldFactory.create(buildData);

(6) dmeConn.saveObject(“myLogicalData”, ld, false);

// Create the settings to build a clustering model

(7) ClusteringSettingsFactory csFactory = (ClusteringSettingsFactory)

dmeConn.getFactory(“javax.datamining.clustering.ClusteringSettings”);

(8) ClusteringSettings clusteringSettings = csFactory.create();

(9) clusteringSettings.setLogicalDataName(“myLogicalData”);

(10) clusteringSettings.setMaxNumberOfClusters(20);

(11) clusteringSettings.setMinClusterCaseCount(5);

(12) dmeConn.saveObject(“myClusteringBS”, clusteringSettings, false);

// Create a task to build a clustering model with data and settings

(13) BuildTaskFactory btFactory = (BuildTaskFactory)

dmeConn.getFactory(“javax.datamining.task.BuildTask”);

(14) BuildTask task = btFactory.create(“myBuildData”,

“myClusteringBS”,“myClusteringModel”);

(15) dmeConn.saveObject(“myClusteringTask”, task, false);

// Execute the task and check the status

(16) ExecutionHandle handle = dmeConn.execute(“myClusteringTask”);

(17) handle.waitForCompletion(Integer.MAX−VALUE); // wait until done

(18) ExecutionStatus status = handle.getLatestStatus();

(19) if(ExecutionState.success.isEqual(status.getState()))

(20) // task completed successfully. . .
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II.4.7 Web Services

The term Web services describes an important emerging distributed comput-
ing paradigm that focuses on simple, Internet-based standards (e.g., eXtensi-
ble Markup Language: XML) to address heterogeneous distributed computing.
Web services define a technique for describing software components to be ac-
cessed, methods for accessing these components, and discovery methods that
enable the identification of relevant service providers. Web services are pro-
gramming language, programming model, and system software-neutral. Web
services standards are being defined within the W3C and other standards bod-
ies and form the basis for major new industry initiatives such as Microsoft
(.NET), IBM (Dynamic e- Business), and Sun (Sun ONE). We are particularly
concerned with three of these standards: SOAP, WSDL, and WS-Inspection.

II.5 Conclusion

We could say that the main parts of the systems needed to be standardized
are: input data formats, output models, and integration of the data mining
systems into the other systems and vice versa.

Currently some maturing standards exist for data mining namely PMML,
XMLA, SQL/MM, OLEDB-DM, JDM (JSR-73), CRISP-DM, and CWM-DM.

However these standards are not sufficient and we see that collaboration
is required from standards from related areas like Web and grid and we see
efforts being put in merging the data mining standards with the Web services,
grid services, and Semantic Web standards. There are emerging standards
KDD workflow, data transformations, real-time data mining, and data webs.
Current solutions for the various parts of the data mining process needed to
be standardized are more or less hidden in the typically closed architectures
of the data mining products. This is because there is lack of documentation
in this area. We have tried to come up with consolidated documents that talk
about various standards in reasonable details.
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Intelligent Miner

Abstract. The information presented in this appendix is based on IBM Intelligent
Miner for Data Corporation.

Information technology has developed rapidly over the last three decades. Many
organizations store increasingly large volumes of data on their computer systems.
Useful information might be hidden in the data in the form of implicit patterns
and connections that are not easy to discern using conventional data queries and
statistical calculations.

Data mining is the process of discovering valid, previously unknown, and ulti-
mately comprehensible information from large stores of data. We can use extracted
information to form a prediction or classification model, or to identify similarities be-
tween database records. The resulting information can help we make more informed
decisions.

The Intelligent Miner supports a variety of data mining tasks. For example, a
retail store might use the Intelligent Miner to identify groups of customers that are
most likely to respond to new products and services or to identify new opportunities
for cross-selling. An insurance company might use the Intelligent Miner with claims
data to isolate likely fraud indicators.

3A.1 Data Mining Process

Data mining is an iterative process that typically involves selecting input data,
transforming it, running a mining function, and interpreting the results. The
Intelligent Miner assists with all the steps in this process. We can apply the
functions of the Intelligent Miner independently, iteratively, or in combination.
Mining functions use elaborate mathematical techniques to discover hidden
patterns in our data. After interpreting the results of our data mining process,
we can modify our selection of data, data processing and statistical functions,
or mining parameters to improve and extend our results. Figure 3A.1 shows
the basic data mining process.
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Fig. 3A.2. The data mining process

3A.1.1 Selecting the Input Data

The first step in data mining is to specify the input data that we want to mine
and analyze. A data source might not contain all the data that we want to use
for a specific data mining objective, or it might include irrelevant data. The
data that we want to mine might be in one or more database tables, views,
or flat files.

The Intelligent Miner helps us select specific data from a variety of data
types and sources to create input data to which we can apply preprocessing
and mining functions. For example, we can omit data fields or select a subset
of records in one table and then combine them with data selected from another
table.

3A.1.2 Exploring the Data

At any point in the process, we can use statistical functions to explore and
analyze the data. We might want to apply statistical analysis as we consider
input data variables for a mining function. We can also use statistics func-
tions to transform data to create input fields for mining. In addition, these
functions are useful for evaluating the output data generated by the mining
functions.

3A.1.3 Transforming the Data

After we specify the input data, we can transform it using the Intelligent Miner
preprocessing functions. Processing functions such as discretization, filtering,
and joining help we organize our data so that we can mine it effectively.
For example, if our data contains the fields Salary and Commission, we might
aggregate the values of these fields and create a data field named Total Salary.
We might also use an Intelligent Miner function to remove Null values from
our input data so that they do not affect the results of the data mining process.
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3A.1.4 Mining the Data

Transformed data is subsequently mined using one or more mining functions.
The Intelligent Miner has the following types of mining functions:

• Associations
• Neural Classification
• Tree Classification
• Demographic Clustering
• Neural Clustering
• Sequential Patterns
• Similar Sequences
• Neural Prediction
• Radial Basis Function (RBF) Prediction

3A.2 Interpreting the Results

We can analyze the results of the data mining process with respect to our
decision-support objectives. Visualization tools allow us to view the results
and identify important information laid bare by the mining process. We can
export the results to a remote workstation so that they can be viewed at a
different location. We can also copy certain results to the clipboard to make
them available for other tools, such as spreadsheets or statistical applications.
Moreover, we can print the results.

Data mining can be an iterative process. When we look at previous results,
we might want to adjust the mining settings for a further mining run to
improve the result quality. Suppose that we want to use direct marketing to
offer new services to our customers and want to target only those customers
most likely to be interested.

Example: The first step might be to use the Intelligent Miner to discover
categories or clusters in our customer database. We can then look for group
characteristics that might make customers more or less likely to accept the
new services. The process of clustering our customer database might include
the following steps:

1. Select relevant customer data as input data.
2. Transform the data by reorganizing it, eliminating duplicate records, or

converting it from one form to another.
3. Specify the location of resulting output data.
4. Specify the parameters for the Demographic Clustering mining function.
5. Run the Demographic Clustering mining function (clustering mode).
6. Visualize the resulting data.
7. Analyze and interpret the results.
8. Repeat steps 3 to 6 until the results satisfy our needs.



734 Appendix 3A Intelligent Miner

3A.3 Overview of the Intelligent Miner Components

This section provides a high-level overview of the Intelligent Miner archi-
tecture

The Intelligent Miner communicates between mining and preprocessing
functions on the server, as well as between the administrative and visual-
ization tools on the client. The client component includes a user interface
from which we can invoke functions on an Intelligent Miner server. The re-
sults are returned to the client where we can visualize and analyze them. The
client components are available for AIX, OS/2, Windows 95, Windows 98,
and Windows NT operating systems.

The server software is available for AIX, OS/390, AS/400, Sun Solaris, and
Windows NT systems. In addition, on AIX, Sun Solaris, and Windows NT
systems, the server software supports parallel mining with multiple processors.
We can have client and server components on the same machine.

Figure 3A.2 shows the client and server components of the Intelligent
Miner:

3A.3.1 User interface

A program that allows us to define data mining functions in a graphical en-
vironment. We can define preferences for the user interface, which are stored
on the client.

3A.3.2 Environment Layer API

A set of API functions that control the execution of mining runs and results.
Sequences of functions and mining operations can be defined and executed
using the user interface through the environment layer API. The environment
layer API is available on all server operating systems.

3A.3.3 Visualizer

A tool that displays the results produced by a mining or statistical function.
The Intelligent Miner provides a rich set of visualization tools. We can also
use other visualization tools.

3A.3.4 Data Access

Data access to flat files, database tables, and database views.

3A.4 Running Intelligent Miner Servers

This section describes how to run Intelligent Miner servers in the supported
operating environments. It also describes how to set up the parallel operating
environment for AIX, Sun Solaris, and Windows NT systems.
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Fig. 3A.4. The Intelligent Miner architecture

We can run the Intelligent Miner server on AIX, AS/400, OS/390, Sun
Solaris, and Windows NT systems.

• On AIX and Windows NT, we can run the Intelligent Miner in local mode,
that is, we can run the client and the server software on the same work-
station. The Windows NT version also provides a standalone mode, which
means that we run the Intelligent Miner on a single workstation without a
server process. However, we must install the client and the server software
on that workstation. In client/server mode, we can connect a client to the
server.

• On AS/400, OS/390, and Sun Solaris, we must connect one of the sup-
ported clients to the server.

Alternatively, we can write applications of our own using the Intelligent Miner
application-programming interface (API).
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Fig. 3A.5. shows the different client/server configurations supported by the Intel-
ligent Miner.

3A.5 How the Intelligent Miner Creates Output Data

Output data consists of the values that were calculated when we used a mining
function, a preprocessing function, or a statistical function. In contrast to the
results, output data contains the values calculated by the various functions.
Results contain the data used to generate the graphical views or charts based
on the calculated values. Most Intelligent Miner functions allow us to save
output data.

The mining and statistical functions create output data as flat files or
database tables. Preprocessing functions create output data as database tables
or database views.

The following rules apply to all types of output data:

• If we select a data object that is marked as read only on the output data
page, the attempt to create output data fails.

• If the output data does not exist, an attempt is made to create it even if
we select Output should be appended to the specified table on the
database table or view page of the Data wizard.

3A.5.1 Partitioned Output Tables

If our database management system supports partitioned tables and we spec-
ify output data of the type Table, the Intelligent Miner tries to create a
partitioned output table provided that any of the following conditions or set
of conditions applies:
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• We specify a partitioned table space for the output data.
• We specify Read and write or Overwrite existing records for our

output data, but no table space. The output data already exists as a
partitioned table.

• We do not specify a table space for the output data and the input data is
a partitioned table.

3A.5.2 How the Partitioning Key is Created

Partitioned tables require a partitioning key. Normally, this is not a problem.
For all mining and statistics functions, the Intelligent Miner adds the appro-
priate fields automatically if we did not specify them in the lists of input and
output fields. However, if a partitioning key cannot be determined for some
reason, the attempt to create output data fails. Which partitioning key the
Intelligent Miner uses is determined as follows:

• The Intelligent Miner uses the partitioning key of the input data if the
following conditions apply:
– The input data is a partitioned table.
– All of the input table’s partitioning key fields are included in the output

data.
– In the case of DB2 for OS/390, the number of partitions in table space

of the input table is the same as the number of partitions in the table
space of the output table.

• If the partitioning key of the input data cannot be used, the Intelligent
Miner uses the partitioning key of an existing table if the following condi-
tions apply:
– The output data already exists as a partitioned table.
– We specified the Read and write or Overwrite existing records

option for the output data.
– All of the existing table’s partitioning key fields are included in the

output data.
– For DB2 for OS/390, the number of partitions in the table space of

the existing table is the same as the number of partitions in the table
space of the output table.

• If the partitioning key of an existing table cannot be used and the database
management system creates default partitioning keys, the Intelligent Miner
allows the database management system to create a default partitioning
key for the partitioned output table.

3A.6 Performing Common Tasks

This section describes the basic concepts and features of the Intelligent Miner
and explains how to perform tasks necessary to achieve most data mining
goals.
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3A.7 Understanding Basic Concepts

In general, data mining in the Intelligent Miner is accomplished through the
creation of interrelated objects. The objects are displayed as icons and repre-
sent the collection of attributes or settings that define the data or function.
We create settings objects to perform a particular task. The Intelligent Miner,
for example, creates other objects that contain the findings of a mining run.

We save the objects of a particular data mining project as a group called
mining base. We can create a mining base for each mining objective or project
that we put together.

3A.7.1 Getting Familiar with the Intelligent Miner Main Window

3A.8 Main Window Areas

The main window (shown in Fig. 3A.8.1) has the following areas:

3A.8.1 Mining Base Container

The mining base container on the left side of the main window shows the types
of objects that are stored in a mining base. (See Fig. 3A.4.) There is a folder
or subfolder for each type of Intelligent Miner object that we can create. We
can expand folders by clicking on the plus sign next to the folder. Similarly,

menu bar

Contents
container
(details view)

Workarea
(icon view)

tree view
of objects
folders

tool bar

Fig. 3A.8.1. Intelligent Miner main window
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we can collapse folders by clicking on the minus sign next to an expanded
folder. The number in parentheses in front of each folder displays the number
of objects in that folder or in any of its subfolders. When we click a folder,
the objects or subfolders are displayed in the contents container.

3A.8.2 Contents Container

We can work with settings objects of a given type in the contents container.
The contents container is in the upper right corner of the main window. Use
the View menu to indicate how we want the objects displayed, for example,
by icon or with details. We can select an object and click Selected Ã Open
on the menu bar. This opens the settings notebook of the object or, if we
selected a result object, the corresponding visualizer. We can also double click
the object.

3A.8.3 Work Area

The work area (lower right corner) allows us to work with settings objects of
different types. (See Fig. 3A.4 on page 65.) We can drag and drop objects from
the contents container into the work area to create shortcuts to our objects.
This way, we can work with different types of objects without having to click
folders and find objects. The work area contents of a mining base are saved
as part of our preferences data. It is restored when we restart the client.

When we position the mouse pointer over the toolbar icons, brief explana-
tions are displayed. More help is displayed at the bottom of the main window
when we position the mouse pointer over some of the interface elements.

3A.8.4 Creating and Using Mining Bases

Mining bases are displayed in the main window of the Intelligent Miner, as
shown in Fig. 3A.4. In the main window, we also work with the objects that
belong to the mining bases. The mining base holds descriptive information
about the objects. It does not contain the data that is being analyzed. Creating
objects in the mining base is a task that we must perform frequently when
using the Intelligent Miner. The task of creating an object is essentially the
same, no matter which type of object we create. A wizard guides us through
the process.

Before we can manipulate objects in a mining base, we must open it. If
our client runs on a system other than the Intelligent Miner server, we must
first select a server and provide a user ID and password. These and other
preferences can be set in the Preferences notebook. See “Setting preferences
for the Intelligent Miner.”

However, when we run the Intelligent Miner in local mode or in stand-alone
mode, that is, client and server software are installed on the same machine,
we can open mining bases directly.
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The main window provides a standard menu bar and taskbar for opening
mining bases and creating objects. Use the Mining Base menu or taskbar
icon to open an existing mining base or create a new one. With a new mining
base we can begin creating objects that can be stored as part of the new
mining base.

3A.9 Conclusion

Data mining is the process of discovering valid, previously unknown, and ul-
timately comprehensible information from large stores of data. We can use
extracted information to form a prediction or classification model, or to iden-
tify similarities between database records. The resulting information can help
us make more informed decisions.

The Intelligent Miner supports a variety of data mining tasks. For example,
a retail store might use the Intelligent Miner to identify groups of customers
that are most likely to respond to new products and services or to identify new
opportunities for cross-selling. An insurance company might use the Intelligent
Miner with claims data to isolate likely fraud indicators.
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Clementine

Abstract. The information presented in this appendix is based on Clementine Data
Mining Workbench from SPSS Corporation.

Clementine is an integrated data mining workbench. That is, it provides a wide
array of data mining techniques, along with prebuilt vertical solutions, in an inte-
grated and comprehensive manner, with a special focus on visualization and ease
of use.

The latest release (Clementine 9.0) incorporates many enhancements, which fall
into a number of areas. Productivity is, perhaps, the most important of these. One of
the key concerns within the business community about analytic activity is the time
that is taken. In Clementine 9.0, there are many improvements that are targeted
specifically at enhancing the productivity of the analyst. In addition, data mining is
no longer a backroom activity – its results are now widely deployed throughout the
enterprise and are leveraged by many users – this new release includes a number of
significant features designed to assist in this enterprise-wide deployment.

3B.1 Key Findings

The following represent the key facts of which prospective users should be
aware:

• Clementine supports the CRISP-DM methodology for data mining.
• Clementine is not restricted to one, or even a few, data mining algorithms

and offers a wide range of decision tree, neural network, and other algo-
rithms, which may be used either individually or in combination.

We found the act of using Clementine highly intuitive, using visual program-
ming techniques to define processes and try out ideas. In addition, the CLEM
Expression Builder is relatively simple to use even for novices, while the sta-
tistical and graphical displays are easy to understand and interpret.

Users do not have to know how different algorithms work, just what they
do. However, beginners may find it easy to forget which algorithm does what.
We can refer to the help system if necessary, but there is also a “ready



742 Appendix 3B Clementine

reference” for each operation, which appears in the form of pop-up text when
we move our mouse pointer over the icon representing that operation.

Following the acquisition of Data Distilleries by SPSS, the process of de-
ploying models into mainstream applications that can benefit from the addi-
tion of analytical power has been considerably enhanced.

Front-end connectivity for the users of databases that offer kernel support
for data mining processes (SQL Server, DB2 and Oracle) is supported by
the fact that we can now generate native SQL for the appropriate database,
directly from Clementine, in a fashion that is transparent to the user.

Traditionally, data mining has usually been regarded as a relatively com-
plex discipline. However, SPSS would argue with this view. In its opinion any
complexity or difficulty has primarily been put about by those trying to sell
consulting. While it would admit that there is a skill involved in translating
between business problems and the data mining environment, the company
does not believe that it is necessary for users to understand what is going on
in the engine.

3B.2 Background Information

Clementine was originally developed by Integral Solutions Ltd (ISL), which
was formed in 1989 by Dr Alan Montgomery and five colleagues from a man-
agement buyout of the AI Products Division of SD-Scicon, an IT consultancy
that subsequently became a part of EDS.

From the outset, the aim of ISL was to build an integrated environment
for data mining operations that could be used and understood by business
people, without the need to rely on technical experts. Clementine itself began
as a research product in 1992, which was part-funded by the UK’s Department
of Trade and Industry, and the product was first brought to market in 1994.

Clementine was one of the very first products to bring machine learning
to business intelligence, while providing a user interface that was intelligible
to nonexperts. As a result it rapidly gained a leadership position within the
market, which it has retained to this day.

However, the success of Clementine was always inherently limited by the
fact that ISL was a relatively small organization (no more than about 40 staff),
which was always likely to struggle against the giants of the IT industry. The
takeover of ISL by SPSS in 1998 therefore opened up new opportunities for
Clementine that might otherwise not have been available.

SPSS itself was founded in 1968 and earned its reputation primarily as a
provider of statistical software, plus graphical applications to represent those
statistics. In fact, prior to its acquisition of ISL, SPSS had two data min-
ing products of its own: AnswerTree and Neural Connection. As might be
deduced from their names, the former offered support for decision tree algo-
rithms while the latter supported neural networking. AnswerTree is still sold
by SPSS as an algorithmic tool rather than as a generalized workbench but
Neural Connection is now defunct.
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Fig. 3B.8.1. Enterprise Platform for Predictive Analytics

In recent years the company has expanded significantly through a process
of acquisition. Most recently, SPSS acquired Data Distilleries, a move that, at
first sight, might have led one to suspect a significant overlap with Clementine,
but which has actually resulted in a very synergistic leap forward in capability.
Data Distilleries did indeed possess substantial data mining capability, but
its greatest strength lay in the deployment of that capability into various
analytical business applications. Following the acquisition, SPSS has been
able to incorporate these capabilities into the products that are known as
SPSS PredictiveMarketing, SPSS PredictiveCallCenter, SPSS PredictiveWeb
and SPSS PredictiveClaims. In other words, the company has been able to
move rapidly from being a provider of tools into a leader in the provision of
analytical applications.

Parallel to this move into the provision of analytic solutions, SPSS has
also been concentrating on its own infrastructure so that it can now offer a
complete Enterprise Platform for Predictive Analytics (see Fig. 3B.8.1) that
integrates all of its data/text/Web mining, predictive analytics, statistics,
survey, and reporting capabilities into a single platform.

In total, what this has meant for Clementine is that it is now the basis
for many powerful analytical applications that can be more readily embedded
and used within frontline business operations in areas such as call centers, as
well as in generic applications. Overall, it is now apparent that SPSS has a far
more comprehensive and coherent strategic view of its role in the intelligent
and predictive enterprise, and most significantly of all, it now possesses the
means to deliver that vision.

3B.3 Product Availability

As noted, Clementine was first introduced to the market in 1994. The latest
version of the product is 9.0, which was released at the end of 2004. Clients



744 Appendix 3B Clementine

are Microsoft Windows based, while the server may run under Windows, AIX,
Sun Solaris (including 64-bit support on Solaris 9 and 10), HP-UX, or OS/400.

There are a number of optional products associated with Clementine, most
notably Text Mining for Clementine, which leverages the facilities of the com-
pany’s LexiQuest text mining technology; Web mining for Clementine, which
does the same thing with respect to the NetGenesis product, providing analy-
sis of Web-based behavioral data; Cleo, which provides a Web deployment en-
vironment for interactive predictive models; and, new in this release, there is
optional integration with SPSS Model Manager. A 30-day free trial of Model
Manager, which provides repository capabilities, is included with Clemen-
tine 9.0.

In addition to these, the SPSS analytic applications derived from the Data
Distilleries stable, PredictiveMarketing, PredictiveCallCenter, PredictiveWeb
and PredictiveClaims (which is used to determine the validity of insurance
claims), can all leverage the facilities provided by Clementine.

3B.4 Software Description

Over the last few years the market for data mining tools has changed dra-
matically. In particular, we have seen the emergence of analytic applications
as a distinct discipline. Previously, the sort of things that analytics now pro-
vides belonged within the domain of data mining. For example, market-basket
analysis used to be regarded as a pure data mining technique. Today it is
packaged and delivered within a variety of analytic software products.

In effect, what has happened is that the heuristic approach provided by
data mining tools has led to the identification of algorithms that can be applied
to a range of environments such as market basket analysis. Algorithms are also
much easier to package for deployment by the casual user.

However, analytic applications (as supplied by nondata mining vendors)
are limited by the fact that they are intrinsically about analyzing what has
already happened: we are left to make our own extrapolations as to how that
might be refiected in the future. Data mining, however, has this predictive
ability as well, in addition to the sort of base analytic capabilities that are
offered by CRM and other vendors. In fact, SPSS is delivering what we might
call genuine analytic applications (in that they provide predictive capabilities),
for a number of different environments.

Nevertheless, it is clear that “analytics” has become a popular buzzword
and, in order to capitalize on this, SPSS and other vendors have now started
to refer to their products’ capabilities as providing “predictive analytics.”

Most recently, another significant change in the market is that the use
of analytics is no longer seen as a minority capability. Leaders in this seg-
ment (which includes SPSS) are providing capabilities based on both histori-
cal analysis and future prediction to every seat within a business environment
that can utilize the benefits of that analysis. So, while a few years ago the
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sale of a data mining tool would have been to, say, 5 seats, now the analytical
application, (which is the data mining tool together with all of its associated
deployment elements) is being made available to hundreds if not thousands of
seats. As the demand within business is for faster and better decision making
closer to the point of contact, be it a production line or a customer, analytical
applications are one of the main tools that can be used to empower workers
to fulfill that management goal.

Finally, the other thing to note about data mining (or predictive analytics)
is that there are very few major players (of which SPSS is one) left in the
market. A few years ago there were a plethora of such vendors but most of
these have either fallen by the wayside, been taken over, or have diverted into
niche markets. That Clementine is one of the market leading products in this
area is a testament, not just to its technology, but also to its user-friendly
nature.

3B.5 Architecture

Historically, Clementine was a client-only product in which all processing took
place on the client itself. While external databases could be accessed, they were
treated by the software as local files; this approach necessarily put a heavy
burden on the client platform.

Clementine was originally implemented on X-Windows platforms rather
than Microsoft Windows. However, with the release of version 5.1 of Clemen-
tine in 1999, SPSS introduced a server-based version of the product, with
middleware running on a middle-tier server taking the load off the client and
using the superior performance of back-end databases to support in situ data
mining. Features introduced at that time included SQL optimization, stor-
age of intermediate results and, of course, much reduced network track. More
recently, the company has also implemented in-database sampling and auto-
matic operation re-ordering for in situ mining, both of which improve perfor-
mance and scalability.

Nevertheless, despite the move to a three-tier architecture, SPSS persisted
with X-Windows until release 7.0, in which it adopted a Microsoft Windows
front end. According to SPSS this meant the largest engineering feat that
the company had ever had to face, to build in all the sorts of features that
users expect at this level. In fact, the product included a raft of usability
enhancements in that release, such as full cut and paste support, the ability
to have multiple streams (process models) open at the same time, a Java front-
end, automated node connection (with a process model), a preview pane, and
an improved script editor that includes syntax checking capabilities amongst
others. With the latest releases of Clementine (8 and 9) the integration of the
product at both the back end (into the enterprise infrastructure) and the front
end (into business applications) has been transformed. Clementine is now an
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integrated part of the corporate IT arsenal and should not be viewed as a
standalone element.

One of the biggest changes has been the move to put the code for data
mining functions into the kernel of the database, a move started by Oracle and
since followed by IBM with DB2 and, increasingly, Microsoft with SQL Server.
Whilst a great idea to enable data mining to be invoked within the kernel,
using SQL, the issue that faced early users with Oracle after its initial release
was how to actually access the kernel without having to write the relevant
SQL. As has been mentioned already, the drive in data mining has been to take
that process away from the isolated analytics expert and to empower business
users to employ it for themselves. Writing SQL was obviously a retrogressive
step in that process. Clementine can now be used as the visual workbench to
generate the necessary SQL (integrating directly with Oracle Data Mining,
IBM DB2 Intelligent Miner and Microsoft OLAP Services, and enabling we
to build and score models directly within these databases) without the user
having to have any knowledge of how and what is happening at a technical
level.

3B.6 Methodology

SPSS (and ISL before it) has always espoused the use of a formal methodology
for data mining and it has been a member of the CRISP-DM (Cross Industry
Standard Process for Data Mining) group since its foundation in 1996. This
methodology defines a six-stage process for data mining projects, whose steps
are detailed below. In addition, Clementine includes a project tool, and an
associated help system, that specifically supports the CRISP-DM method.
The six steps in that method are illustrated in Table 3B1.1, where generic
tasks are shown in bold and outputs are in plain type:

We will consider the facilities offered by Clementine under each of these
headings. In addition to methodology support, in the latest release there is
also workgroup support, which is provided through the SPSS Model Manager
add-on. This makes it possible for a workgroup to share its models, streams,
and results in a common repository. The repository, which provides version
control, check-in and out, permission support, and search capabilities amongst
other features, has its own administrative interface.

3B.6.1 Business Understanding

In practice, of course, there is little that Clementine can do to assist in business
understanding, at least in any a priori sense. However, SPSS does offer a
number of Clementine Application Templates (CATs), available as add-on
modules, which encapsulate best practice and provide a lot of out-of-the-
box functionality to gain immediate business advantage. Examples of CATs
include:
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Table 3B1.1. Methods supported by Clementine
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Web mining CAT, which analyzes on-line behavior and includes facilities
for:

• Web usage statistics.
• Site search optimization.
• User and visit segmentation.
• Activity sequence analysis.
• Responses prediction.
• Campaign performance measurement.
• Telco CAT, which targets improvements in retention and cross selling for

the telco vertical with prebuilt modules for churn and cross-selling.
• CRM CAT, which includes prebuilt modules for customer value, RFM

response modeling, and customer segment migration and attrition.
• Fraud CAT, for the prediction and detection of fraud instances in financial

transactions.
• Microarray CAT for accelerated life sciences work.

Each of these CATs consists of five major components: a realistic set of sample
data, a number of prebuilt streams (models) that are based on industry best
practices, documentation and help structured according to the CRISP-DM
methodology, annotative help, and mapping tools that have been designed to
assist in the process of customizing the CAT to our own environment.

3B.6.2 Data Understanding

There are really two aspects to data understanding: the extraction of data
and the examination of that data for its utility in the proposed data mining
operation. In the latter case, many of the techniques used for examination
are essentially the same as those used for visualization purposes during the
evaluation phase. Thus, while SPSS lists 3D, panel and animation graphs, for
example, as data understanding features, these features might equally well be
used at other stages within the data mining process.

As far as data extraction is concerned, Clementine supports a number of
methods for accessing miscellaneous data sources. At the simplest level, the
product supports both ODBC access to database sources as well as import
facilities from file-based data sources. Alternatively, users can submit SQL
queries to relational databases. Some aspects of preprocessing, such as table
joins, are delegated by Clementine’s SQL optimization to the database itself,
which should provide superior performance.

A major feature that was introduced in Clementine 7.0 was its integration
with LexiQuest text mining. Text mining has emerged recently as one of the
hot spots in analytical applications, and SPSS has a proven and mature order-
ing. This text mining technology uses Natural Language Processing to work
at the level of concepts rather than keywords. Thus “customer satisfaction,”
for example, is treated by the software as a single concept rather than as
two undifferentiated words. The product works by automatically generating
concept-based indexes against each document and record in the database, and
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then by classifying these concepts into separate categories and by performing
frequency counts against concepts. As far as the classification of concepts is
concerned, some of these are predefined, such as people, organizations, prod-
ucts, and locations while we can also add our own categories if we wish. Text
mining techniques can be used directly from within Clementine, and concepts,
categories, and frequency can be inspected independently or linked into struc-
tured data mining. We can also retrieve relevant documents directly from the
Clementine user interface. Text mining in Clementine has been advanced in
this release with the separation of the analysis from scoring, in order to re-
fine and speed up the process. Within the analysis phase key concepts are
identified, those concepts are ranked and they can then be included or ex-
cluded from the scoring process, which enables the scoring to be more readily
deployed and more rapidly executed.

3B.6.3 Data Preparation

Data preparation (and retrieval) is performed through Clementine’s “data
manipulation” operations, of which an important part is the CLEM expression
language. This can be used in conjunction with operations such as record
selection and attribute derivation and it provides a wide range of mathematical
and data handling functions, including selection, sampling, merging, sorting,
and the aggregation of records. It is also used in data cleansing operations
and provides data balancing functionality such as reducing any “skew” in a
set of values, as well as dealing with missing values in records.

Historically, CLEM has largely been the domain of experienced users. How-
ever, with version 6.5 SPSS introduced its CLEM expression builder. An ex-
ample illustrating the expression builder is shown in Fig. 3B.8.2; but, to put
it simply, the expression builder is to CLEM what 4GLs were to conventional

Fig. 3B.8.2. CLEM expression builder
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programming languages such as COBOL, i.e., much, much easier to use, es-
pecially for inexperienced users.

A major feature of the latest release is a facility called the “partition
mode.” This is an automated (single step) function that manages the task of
splitting data into training and test data sets; or training, test, and evaluation
sets. Historically, this was a time-consuming process that added little value to
the business; so this represents a significant step forward. It will be especially
beneficial as it allows expensive analysis time to be re-distributed to areas of
activity with direct business benefit.

3B.6.4 Modeling

Modeling (and visualization) is at the heart of Clementine. Clementine is a
fully graphical end-user tool based on a simple paradigm of selecting and con-
necting icons from a palette to form what SPSS calls a “stream.” This differs
from a “process model” because a stream may consist of any number of differ-
ent attempts to analyze the data under consideration and the “model” may
therefore include both unwanted and disconnected branches (though the soft-
ware will prevent us from defining impossibilities). In effect, the environment
is more like that of a canvas upon which the user tries out ideas (stream of
consciousness), with the current path through the model being highlighted
in colors. It should also be noted that streams encompass other parts of the
CRISP-DM method, data preparation for instance, that go beyond just the
modeling phase.

Streams support the idea of a process model in that proven processes and
models can be stored for reuse. Moreover, we can have multiple streams or
processes open at the same time. This means that we can switch between
proven models and ideas that we are trying out, without the latter interfer-
ing with the former. An example of this canvas/process model approach is
illustrated in Fig. 3B.8.3.

As illustrated, process nodes are represented by icons of several types,
catering for different operations and items such as connecting to data sources,
performing operations on data, predictive modeling, graphing and reporting.
Once selected and linked, the software prompts the user to input relevant
parameters and then automatically paradigm uses the ubiquitous double-click
to bring up additional options for a node, for example to invoke the CLEM
Expression Builder. A number of new node types have been added in the
latest release, particularly to support the deployment of text mining.

As far as algorithms are concerned, SPSS does not believe in a single
silver bullet and it supports a range of algorithms that include, but are not
limited to:

• Neural networks – Kohonen networks, multilayer perceptrons, and radial
basis function networks.
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Fig. 3B.8.3. Clementine’s canvas/process model approach

• Rule induction – C5.0 and C&RT, both of which are decision tree algo-
rithms. There is also a graphical decision tree browser so that we can select
the most intuitive way to view decision trees. In the latest release, there
are new decision tree algorithms supported, Quest and Chaid (both stan-
dard and exhaustive versions), which are more sophisticated algorithms
for the analysis of complex multivariate situations, with less danger of
overfitting. There is also support for interactive trees, which provides a
means of developing decision trees in a stepwise fashion enabling business
insight to guide decisions on how to split the branches of the tree with an
evaluation of each step being provided by a gains chart to ensure that the
model remains predictive and of value.

• Regression modeling – which uses linear regression to generate an equation
and a plot. Logistic regression is also available.

• Clustering – K-means and two-step clustering (the latter provides good
performance and can suggest the optimal number of clusters for a dataset).
These, together with the clustering-related Kohonen network models, pro-
vide a graphical browser that allows us to understand the meaning of the
clusters we have discovered.

• Association rule discovery – apriori association detection and generalized
rule induction find links between related attributes (and are often used in
basket analysis).

• Sequence Detection – this is an extension to association in the sense that
it discovers associations that exist over time.
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It is also important to appreciate that we can combine algorithms within a
single model. This is particularly useful since no algorithm is perfect and this
allows us to compensate for any weaknesses.

By default, Clementine builds predictive models without the user having
to specify technical details on how the mining techniques will be implemented.
Based on the input data, the software makes an intelligent choice of the appro-
priate algorithm and learning parameters and configures the tool accordingly.
However all users can select some high-level options such as whether to aim
for generality or accuracy.

Expert users, on the other hand, may select their own on-screen tab, which
will give the user much finer control over parameter setting. For example,
Clementine supports multiple training strategies for neural networking and the
expert user can select which one to use, and modify the technical parameters of
each. While on this topic, it is worth mentioning that training can be stopped
automatically, and Clementine is able to detect overtraining and revert to the
best state obtained.

3B.6.5 Evaluation

Evaluation is all about visualizing the results of the data mining process and,
as we have previously noted, this is also very important in understanding the
data. As one might expect from a company that has historically specialized
in statistical manipulation and the graphical representation thereof, this is an
area of particular strength in Clementine.

A brief list of generic visualization capabilities includes tables, distribution
displays, plots and multiplots, histograms, webs (in which different line thick-
nesses show the strength of a connection, with additional facilities for weak
connections and automatic layout capabilities) and matrices, as well as the
panel and animation graphs mentioned previously. In the latest release, SPSS
has added further capabilities such as scatterplot matrices, parallel coordi-
nate maps, heat maps, linkage analysis plots, and so on. In addition, specific
evaluation capabilities include gains, lift, response, profit and ROI charts, and
we have already mentioned the use of graphical decision tree browsing. Addi-
tional detail can be displayed by clicking on relevant displays. For example,
with a web diagram we can click on a connection to see a description of its
strength and the number of records involved.

Some visualization techniques are available in 3D as well as 2D, and we
can overlay multiple attributes onto a single chart in order to try to get more
information. For example, we might have a 3D scatter diagram and then add
color, shape, transparency, or animation options to make patterns more easily
discernible.

In addition to individual graphs, Clementine provides a “data audit” node,
which allows us to get an overview of a whole dataset in one report, including
thumbnail graphs, statistics, and target overlays for each field.
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Perhaps even more significant is the degree of interaction that Clementine
provides to the user, which is available for all types of graphs and displays.
For example, we can select a region on a plot by dragging with a mouse, which
will automatically select the records corresponding to the defined region.

3B.6.6 Deployment

Output data, together with relevant predictions, can be written to files or
exported to ODBC compliant databases as new tables or appended to existing
ones. It is also possible to use batch mode for clientless operations.

Perhaps the most commonly used deployment options are via the Clemen-
tine Solution Publisher. This is used when we want to redeploy a whole scoring
stream, including data access definitions, data preparation requirements, and
the model combinations that are then to be used. By using a Publisher node
within the process model we can automatically capture this information for
subsequent deployment either on another platform or as an embedded facility
within a customized application. In either case, for example in a call center
application, we call the Clementine Runtime to process the resulting files.

Generalized Web-based support is available, with the ability to present
results in HTML format so that they can be viewed across the enterprise via
a browser. In addition, Cleo is a specialized tool that provides the means to
build simple web front-ends that we can use to deploy analytical applications.
Since the acquisition of Data Distilleries SPSS has implemented Predictive
Application Wizards that take streams and deploys them directly into the
various packaged analytic applications.

In some instances, a model-only solution is suficient and in this case models
can be exported in PMML 2.0 (Predictive Modeling Mark-up Language, an
XML-based industry standard) and embedded in customized applications.
SPSS has long supported deployment of PMML models via its SmartScore
component, and has now branched out to support deployment through third-
party products such as IBM DB2 Intelligent Miner Scoring.

3B.7 Clementine Server

Clementine measures data mining productivity by time to value: the time re-
quired for users to get results that deliver value in an organization. To shorten
this time to value, Clementine introduced the concept of a visual workflow
interface. With Clementine’s visual workflow, users are able to move interac-
tively through all steps in the data mining process, applying their business
knowledge to guide them to meaningful results more quickly. Other approaches
to data mining have stressed raw processing power rather than productivity
throughout the entire data mining process. Optimizing raw processing power
comes at a price: models, for example, can be built quickly, but the models
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may not deliver results that offer any value to an organization. We get better
performance with a data mining approach that minimizes time to value. In the
past, Clementine’s approach worked best with sampled data. With the release
of Clementine Server, Clementine’s interactive data mining approach can be
used on much larger datasets. This is because Clementine Server scales the
entire data mining process. For example, visualization techniques are scaled
for data understanding. Data preparation steps such as field and record op-
erations also see significant gains, as do modeling processes that include pre-
processing steps. Finally, model evaluation and deployment can be performed
more efficiently.

3B.8 How Clementine Server Improves Performance on
Large Datasets

Clementine Server improves performance while mining large datasets by lever-
aging our investment in a database management system (DBMS). It does this
by maximizing in-database mining, delegating as many operations as possible
to the DBMS, therefore, taking advantage of database indexing and optimized
data operations. The architecture has three tiers (as shown in Fig. 3B.9): the
DBMS, or database tier, the application server tier and the client tier. The
client tier includes Clementine’s visual workflow interface with data mining
“streams” that show all steps in our data mining processes. In previous ver-
sions, when a Clementine stream was executed, the client’s processing was
used to perform data analysis.

With Clementine Server, however, the stream processing is pushed back
onto the DBMS via SQL queries. Any operation that cannot be represented as

DBMS

 Server

User A User B

Client

Clementine Server
application

Fig. 3B.9. Clementine three-tier distributed architecture
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SQL queries is performed in a more powerful application server tier. Only rel-
evant results are passed back to the client tier. This approach takes advantage
of optimized operations in a DBMS and increased processing power found at
the application server tier to deliver predictable, scalable performance against
large datasets. Clementine gives us feedback when in-database mining is ac-
tivated. During execution, nodes turn purple if the operations represented by
the node are executed in-database. At the point of the last purple node in
the stream, the remaining data is extracted and performed at the application
server tier. Since in-database mining is almost always faster than application
server processing, the more nodes that are pushed back to the database, the
better. Clementine maximizes in-database mining by using rules of thumb to
order operations automatically. We do not have to worry about the mechanics
of stream building, because operation reordering is automatic. Instead, we can
focus on the business problem at hand. Operations will not be reordered if
the reordering would change the results of the stream.

3B.8.1 Benchmark Testing Results: Data Processing

The average increase in time required to process one million records is consis-
tent at around 69 seconds, demonstrating linear scalability. This stream is an
example of the Data Preparation Phase of the CRISPDM process. It shows
several common preparation steps (as in Fig. 3B.9.1), including aggregation,
merging and deriving new fields that are necessary to prepare data for model-
ing. The data preparation takes 75% to 90% of the time required for an entire
data mining project.

3B.8.2 Benchmark Testing Results: Modeling

The average increase in time required to process one million records increases
slightly as millions of records are added, which means model building scales
well. This stream is an example of the modeling phase of the CRISP-DM
process. It shows deriving a field and generating a C&RT model. The dataset
includes eight fields, with a mix of continuous and categorical data. To get the
highest performing models we need to try many models quickly. To accomplish
this, we use samples to try many models before building models on larger
datasets. In addition to increased performance in model building due to in-
database processing of data preparation steps in model-building streams (in
Fig. 3B.9.2), Clementine Server also delivers improved performance for model
building itself. This performance is not accomplished with in-database mining.
Instead, the increased processing power and efficiency of the application server
delivers better performance.

Performance in training models depends on a number of factors. First, dif-
ferent types of models inherently consume more processing power than other
types of models. Neural networks, for example, are more processor intensive
than regression models. The number of records and fields in our dataset and
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Fig. 3B.9.1. Benchmark testing results: Data processing

our computing system architecture, hardware, and software can have an effect
on model building speed.

We must keep in mind that models built quickly are not necessarily good
models. We can speed up model building in Clementine by adjusting the
model training default settings. Often, accuracy is a tradeoff for speed. When
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Fig. 3B.9.2. Benchmark testing results: modeling

working with large datasets, it may be best to try models for speed first and
then opt for more accurate settings as we determine which models are most
appropriate for the task at hand.

3B.8.3 Benchmark Testing Results: Scoring

The average increase in time required to process one million records increases
slightly as millions of records are added, which means scoring scales well. This
stream is an example of the deployment phase of the CRISP-DM process. It
shows data access, applying generated model scores and confidence values, and
writing back to a new database table. The second set of tests are designed
to show interactive scoring results (as in Fig. 3B.9.3) — single case scoring
with a complex stream and several iterations of multiple concurrent tests of
the same stream. This type of test is important for applications like Web
personalization, when we have many concurrent hits at the same time and
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Fig. 3B.9.3. Benchmark testing results: scoring

this pattern occurs a number of times in a row. Each “run” of this application
involves the following:

• Executable loads
• Reads data from file of 50+ “special offer” products
• Reads single case (data that’s been entered through form) from file
• Combines case/offer data
• Applies model to each case/offer combination
• Applies other logic needed to create list of “best 10” offers for this customer
• Writes “best 10” list to file
• Executable exits

The scoring was run 1000 times with five concurrent processes. The test
was performed on a small laptop with 128MB memory. Each run took 0.22
seconds with an average of 255 runs per minute.

3B.9 Conclusion

As the market for advanced analytics continues to grow, with all vendors in
this segment recording strong double-digit growth in the last few years, with
Clementine, SPSS is continuing to justify its position as one of the leaders in
the market.
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Clementine, in its latest guise, provides key features of use to business to-
day, notably Web analysis and text mining. The direction that SPSS has for
the product – enhancing its integration with the enterprise BI infrastructure,
as epitomized by the facility to enable in-database data mining with Oracle,
IBM and Microsoft – is in building strong partnerships with key vested inter-
ests, and this serves to differentiate Clementine from its key competitor SAS,
with Enterprise Miner.

The acquisition of Data Distilleries, that has done so much to reinvigorate
the capability of SPSS in the enterprise space, is clearly highly beneficial in
enabling the deployment of models from Clementine within the predictive
enterprise. Finally, enhancements to the product are being made in all of the
key areas of productivity, functionality, and management. All of which leads
to the inevitable conclusion that Clementine is a product worthy of serious
consideration: all current users can continue to rely upon it with assurance
and all potential users should include it on any evaluation shortlist.

The ever-growing amount of data created by organizations presents op-
portunities and challenges for data mining. Growing data warehouses that
integrate all information about customer interactions present new possibil-
ities for delivering personalization, resulting in increased profits and better
service delivery. The challenge lies in making this vision a reality. Scaling
the entire data mining process with Clementine Server makes mining large
datasets more efficient, shortening the time needed to turn data into better
customer relationships.
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Crisp

AbstractThe information presented in this appendix is based on the CRISP-
DM process model.

3C.1 Hierarchical Breakdown

The CRISP-DM data mining methodology is described in terms of a hier-
archical process model, consisting of sets of tasks described at four levels of
abstraction (from general to specific): phase, generic task, specialized task,
and process instance (see Fig. 3C.1).

At the top level, the data mining process is organized into a number of
phases; each phase consists of several second-level generic tasks. This second
level is called generic, because it is intended to be general enough to cover all
possible data mining situations. The generic tasks are intended to be as com-
plete and stable as possible. Complete means covering both the whole process
of data mining and all possible data mining applications. Stable means that
the model should be valid for yet unforeseen developments like new modeling
techniques.

The third level, the specialized task level, is the place to describe how
actions in the generic tasks should be carried out in certain specific situations.
For example, at the second level there might be a generic task called clean data.
The third level would describe how this task differed in different situations,
such as cleaning numeric values versus cleaning categorical values, or whether
the problem type is clustering or predictive modeling.

The description of phases and tasks as discrete steps performed in a specific
order represents an idealized sequence of events. In practice, many of the
tasks can be performed in a different order and it will often be necessary to
repeatedly backtrack to previous tasks and repeat certain actions. Our process
model does not attempt to capture all of these possible routes through the
data mining process because this would require an overly complex process
model.
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Fig. 3C.1. Four Level Breakdown of the CRISP-DM Methodology

The fourth level, the process instance, is a record of the actions, decisions,
and results of an actual data mining engagement. A process instance is orga-
nized according to the tasks defined at the higher levels, and represents what
actually happened in a particular engagement, rather than what happens in
general.

3C.2 Mapping Generic Models to Specialized Models

3C.2.1 Data Mining Context

Mapping between the generic and the specialized level in CRISP-DM is driven
by the data mining context. Currently, we distinguish between four different
dimensions of data mining contexts:

1. The application domain is the specific area in which the data mining
project takes place.

2. The data mining problem type describes the specific class(es) of objec-
tive(s), which the data mining project deals with.

3. The technical aspect covers specific issues in data mining, which describe
different (technical) challenges that usually occur during data mining.

3. The tool and technique specifies, which data mining tool(s) and/or tech-
niques are applied during the data mining project.

Table 3C.1 below summarizes these dimensions of data mining contexts and
shows specific examples for each dimension.

A specific data mining context is a concrete value for one or more of these
dimensions. For example, a data mining project dealing with a classification
problem in churn prediction constitutes one specific context. The more values
for different context dimensions are fixed, the more concrete is the data mining
context.
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Table 3C.1. Dimensions of Data Mining Contexts and Examples

Data Mining Context

Dimension Application
Domain

Data Mining
Problem

Type

Technical
Aspect

Tool and
Technique

Examples Response
Modeling

Description
and
Summarization

Missing
Values

Clementine

Churn
Prediction

Segmentation Outliers MineSet

. . . Concept
Description

. . . Decision Tree

Classification . . .
Prediction
Dependency
Analysis

3C.2.2 Mappings with Contexts

We distinguish between two different types of mapping between generic and
specialized level in CRISP-DM:

1. “Mapping for the Presence”: If we only apply the generic process model
to perform a single data mining project and attempt to map generic tasks
and their descriptions to the specific project as required, we talk about a
single mapping for (probably) only one usage.

2. “Mapping for the Future”: If we systematically specialize the generic
process model according to a predefined context (or similarly system-
atically analyze and consolidate experiences of a single project toward a
specialized process model for future usage in comparable contexts), we
talk about explicitly writing up a specialized process model in terms of
CRISP-DM. Which type of mapping is appropriate for our own purposes
depends on our specific data mining context and the needs of our organi-
zation.

3C.3 The CRISP-DM Reference Model

The current process model for data mining provides an overview of the life
cycle of a data mining project (in Fig. 3C.2). It contains the corresponding
phases of a project, their respective tasks, and relationships between these
tasks. At this description level, it is not possible to identify all relationships.
Essentially, there possibly exist relationships between all data mining tasks
depending on the goals, the background, and interest of the user, and most
importantly on the data.
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Fig. 3C.2. Phases of the CRISP-DM Reference Model

The life cycle of a data mining project consists of six phases. Figure 3C.2
shows the phases of a data mining process. The sequence of the phases is not
strict. Moving back and forth between different phases is always required. It
depends on the outcome of each phase which phase, or which particular task
of a phase, has to be performed next. The arrows indicate the most important
and frequent dependencies between phases.

The outer circle in Fig. 3C.2 symbolizes the cyclic nature of data mining
itself. Data mining is not over once a solution is deployed. The lessons learned
during the process and from the deployed solution can trigger new, often more
focused business questions. Subsequent data mining processes will benefit from
the experiences of previous ones.

In the following, we outline each phase briefly:

• Business Understanding

This initial phase focuses on understanding the project objectives and
requirements from a business perspective, and then converting this knowledge
into a data mining problem definition, and a preliminary plan designed to
achieve the objectives.

• Data Understanding

The data understanding phase starts with an initial data collection and
proceeds with activities in order to get familiar with the data, to identify
data quality problems, to discover first insights into the data, or to detect
interesting subsets to form hypotheses for hidden information.
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• Data Preparation

The data preparation phase covers all activities to construct the final
dataset (data that will be fed into the modeling tool(s)) from the initial raw
data. Data preparation tasks are likely to be performed multiple times, and
not in any prescribed order. Tasks include table, record, and attribute selec-
tion as well as transformation and cleaning of data for modeling tools.

• Modeling

In this phase, various modeling techniques are selected and applied, and
their parameters are calibrated to optimal values. Typically, there are several
techniques for the same data mining problem type. Some techniques have
specific requirements on the form of data. Therefore, stepping back to the
data preparation phase is often needed.

• Evaluation

At this stage in the project we have built a model (or models) that appears
to have high quality, from a data analysis perspective. Before proceeding to
final deployment of the model, it is important to more thoroughly evaluate the
model, and review the steps executed to construct the model, to be certain it
properly achieves the business objectives. A key objective is to determine if
there is some important business issue that has not been sufficiently consid-
ered. At the end of this phase, a decision on the use of the data mining results
should be reached.

• Deployment

Creation of the model is generally not the end of the project. Even if the
purpose of the model is to increase knowledge of the data, the knowledge
gained will need to be organized and presented in a way that the customer
can use it. Depending on the requirements, the deployment phase can be as
simple as generating a report or as complex as implementing a repeatable data
mining process. In many cases it will be the customer, not the data analyst,
who will carry out the deployment steps. However, even if the analyst will not
carry out the deployment effort it is important for the customer to understand
upfront what actions will need to be carried out in order to actually make use
of the created models. Fig. 3C.3 presents an outline of phases accompanied by
generic tasks (bold) and outputs (italic). In the following sections, we describe
each generic task and its outputs in more detail.

3C.3.1 Business Understanding

Determine Business Objectives

The first objective of the data analyst is to thoroughly understand, from a
business perspective as in Fig. 3C.4, what the client really wants to accomplish.
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Fig. 3C.3. Generic Tasks (bold) and Outputs (italic) of the CRISP-DM Reference
Model

Often the client will have many competing objectives and constraints that
must be properly balanced. The analyst’s goal is to uncover important factors,
at the beginning, that can influence the outcome of the project. A possible
consequence of neglecting this step is to expend a great deal of effort producing
the right answers to the wrong questions.

Describe the customer’s primary objective, from a business perspective. In
addition to the primary business objective, there are typically a large num-
ber of related business questions that the customer would like to address.
For example, the primary business goal might be to keep current customers
by predicting when there are prone to move to a competitor. Examples of
related business questions are “How does the primary channel (e.g., ATM,
visit branch, internet) a bank customer uses affect whether they will stay or
go?” or “Will lower ATM fees significantly reduce the number of high-value
customers who leave?”

Business Success Criteria

Describe the criteria for a successful or useful outcome to the project from
the business point of view. This might be quite specific, such as reduction
of customer churn to a certain level, or general and subjective such as “give
useful insights into the relationships.” In the latter case it should be indicated
who will make the subjective judgment.
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Fig. 3C.4. Business Understanding

Assess Situation

This task involves more detailed fact finding about all of the resources, con-
straints, assumptions, and other factors that should be considered in deter-
mining the data analysis goal and project plan. In the previous task, our
objective is to quickly get to the crux of the situation.

Outputs Inventory of Resources

List the resources available to the project, including: personnel (business ex-
perts, data experts, technical support, data mining personnel), data (fixed
extracts, access to live warehoused or operational data), computing resources
(hardware platforms), software (data mining tools, other relevant software).

Requirements, Assumptions, and Constraints

List all requirements, including schedule of completion, comprehensibility and
quality of results, and security as well as legal issues.



768 Appendix 3C Crisp

List the assumptions about the data that can be checked during data
mining, but may also include noncheckable assumptions about the business
upon which the project rests. It is particularly important to list the latter if
they form conditions on the validity of the results.

List the constraints on the availability of resources, and may also include
technological constraints such as the size of data, which is practical to use for
modeling.

Risks and Contingencies

List the risks, which are events that might occur to delay the project or cause
it to fail. List the corresponding contingency plans; what action will be taken
if the risks happen.

Terminology

A glossary of terminology relevant to the CRISP-Model. This may include
two components:

(1) A glossary of relevant business terminology, which forms part of the busi-
ness understanding available to the project. Constructing this glossary is
a useful “knowledge elicitation” and education exercise.

(2) A glossary of data mining terminology, illustrated with examples relevant
to the business problem in question.

Costs and Benefits

A cost-benefit analysis, compare the costs of the project with the potential
benefit to the business if it is successful. The comparison should be as specific
as possible, for example using monetary measures in a commercial situation.

Determine Data Mining Goals

A business goal states objectives in business terminology. A data mining goal
states project objectives in technical terms. For example, the business goal
might be “Increase catalog sales to existing customers” while a data mining
goal might be “Predict how many widgets a customer will buy, given their
purchases over the past three years, demographic information (age, salary,
city, etc.), and the price of the item”.

Outputs Data Mining Goals

Describe the intended outputs of the project, which will enable the achieve-
ment of the business objectives.
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Data Mining Success Criteria

Define the criteria for a successful outcome to the project in technical terms,
for example a certain level of predictive accuracy, or a propensity to purchase
profile with a given degree of “lift.” As with business success criteria, it may
be necessary to describe these in subjective terms, in which case the person
or persons making the subjective judgment should be identified.

Produce Project Plan

Describe the intended plan for achieving the data mining goals, and thereby
achieving the business goals. The plan should specify the anticipated set of
steps to be performed during the rest of the project, including an initial se-
lection of tools and techniques.

Outputs Project Plan

List the stages to be executed in the project, together with duration, re-
sources required, inputs, outputs, and dependencies. Wherever possible, make
the large-scale iterations in the data mining process explicit, for example rep-
etitions of the modeling and evaluation phases.

As part of the project plan, it is also important to analyze dependencies
between time schedule and risks. Mark results of these analyses explicitly in
the project plan, ideally with actions and recommendations if the risks appear.
Note the project plan contains detailed plans for each phase. For example,
decide at this point which evaluation strategy will be used in the evaluation
phase.

The project plan is a dynamic document in the sense that at the end of
each phase a review of progress and achievements is necessary and an update
of the project plan accordingly is recommended. Specific review points for
these reviews are part of the project plan, too.

Initial Assessment of Tools and Techniques

At the end of the first phase, the project also performs an initial assessment of
tools and techniques. Here, we select a data mining tool that supports various
methods for different stages of the process, for example. It is important to
assess tools and techniques early in the process since the selection of tools
and techniques possibly influences the entire project.

3C.4 Data Understanding

3C.4.1 Collect Initial Data

Acquire within the project the data (or access to the data) listed in the project
resources. This initial collection includes data loading if necessary for data
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understanding. For example, if we apply a specific tool for data understanding,
it makes perfect sense to load our data into this tool. This effort possibly
leads to initial data preparation steps (as in Fig. 3C.5). Note, if we acquire
multiple data sources, integration is an additional issue, either here or in data
preparation later.

3C.4.2 Output Initial Data Collection Report

List the dataset (or datasets) acquired, together with their locations within
the project, the methods used to acquire them and any problems encoun-
tered. (Problems encountered, and any solutions achieved, are listed to aid
with future replication of this project or with the execution of similar future
projects.)

3C.4.3 Describe Data

Examine the “gross” or “surface” properties of the acquired data and re-
port on the results. Describe the data that has been acquired, including the
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identifiers of the fields, and any other surface features of the data that have
been discovered. Does the data acquired satisfy the relevant requirements?

3C.4.4 Explore Data

This task tackles the data mining questions that can be addressed using query-
ing, visualization, and reporting. These include: distribution of key attributes,
for example the target attribute of a prediction task; relations between pairs
or small numbers of attributes; results of simple aggregations; properties of
significant subpopulations; simple statistical analyses. These analyses may ad-
dress directly the data mining goals; they may also contribute to or refine the
data description and quality reports, and feed into the transformation and
other data preparation needed for further analysis.

3C.4.5 Output Data Exploration Report

Describes results of this task, including first findings or initial hypothesis and
their impact on the remainder of the project. The report possibly also covers
graphs and plots that indicate data characteristics or lead to interesting data
subsets for further examination.

3C.4.6 Verify Data Quality

Examine the quality of the data, addressing questions such as: Is the data
complete (does it cover all the cases required)? Is it correct or does it contain
errors, and if there are errors how common are they? Are there missing values
in the data? If so how are they represented, where do they occur and how
common are they?

List the results of the data quality verification; if quality problems exist,
list possible solutions. Solutions to data quality problems will generally depend
heavily of both data and business knowledge.

3C.5 Data Preparation

This is the dataset (or datasets) produced by the data preparation phase,
which will be used for modeling or the major analysis work of the project (as
in Fig. 3C.6). Describe the dataset (or datasets), which will be used for the
modeling or the major analysis work of the project.

3C.5.1 Select Data

Decide on the data to be used for analysis. Criteria include relevance to the
data mining goals, quality, and technical constraints such as limits on data
volume or data types. Note that data selection covers selection of attributes
(columns) as well as selection of records (rows) in a table. List the data to be
included/excluded and the reasons for these decisions.
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3C.5.2 Clean Data

Raise the data quality to the level required by the selected analysis techniques.
This may involve selection of clean subsets of the data, the insertion of suitable
defaults or more ambitious techniques such as the estimation of missing data
by modeling.

This set of reports describes what decisions and actions were taken to
address the data quality problems reported during the verify data quality
task of the data understanding phase. Transformations of the data for cleaning
purposes and the possible impact on the analysis results should be considered.
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3C.5.3 Construct Data

This task includes constructive data preparation operations such as the
production of derived attributes, entire new records, or transformed values
for existing attributes. Derived attributes are new attributes that are con-
structed from one or more existing attributes in the same record. Examples:
area=length * width.

3C.5.4 Generated Records

Describe the creation of completely new records. Examples: Create records for
customers who made no purchase during the past year. There was no reason
to have such records in the raw data, but for modeling purposes it might
make sense to explicitly represent the fact that certain customers made zero
purchases.

3C.5.5 Integrate Data

These are methods whereby information is combined from multiple tables or
records to create new records or values.

3C.5.6 Output Merged Data

Merging tables refers to joining together two or more tables that have different
information about the same objects. Example: A retail chain has one table
with information about each store’s general characteristics (e.g., floor space,
type of mall), another table with summarized sales data (e.g., profit, percent
change in sales from previous year), and another with information about the
demographics of the surrounding area. Each of these tables contains one record
for each store. These tables can be merged together into a new table with one
record for each store, combining fields from the source tables.

Merged data also covers aggregations. Aggregation refers to operations
where new values are computed by summarizing together information from
multiple records and/or tables. For example, converting a table of customer
purchases where there is one record for each purchase into a new table where
there is one record for each customer, with fields such as number of pur-
chases, average purchase amount, percentage of orders charged to credit card,
percentage of items under promotion, etc.

3C.5.7 Format Data

Formatting transformations refer to primarily syntactic modifications made
to the data that do not change its meaning, but might be required by the
modeling tool.
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3C.5.8 Reformatted Data

Some tools have requirements on the order of the attributes, such as the
first field being a unique identifier for each record or the last field being the
outcome field the model is to predict.

It might be important to change the order of the records in the dataset.
Perhaps the modeling tool requires that the records be sorted according to
the value of the outcome attribute. Most common situation is that the records
of the dataset are initially ordered in some way but the modeling algorithm
needs them to be in a fairly random order. For example, when using neural
networks it is generally best for the records to be presented in a random
order although some tools will hand this automatically without explicit user
intervention.

Additionally, there are purely syntactic changes made to satisfy the re-
quirements of the specific modeling tool. Examples: removing commas from
within text fields in comma-delimited data files, trimming all values to a max-
imum of 32 characters.

3C.6 Modeling

3C.6.1 Select Modeling Technique

As the first step in modeling, select the actual modeling technique, which is
used now. Whereas we possibly already selected a tool in business understand-
ing, this task refers to the specific modeling technique as shown in Fig. 3C.7,
e.g., decision tree building with C4.5 or neural network generation with back
propagation. If multiple techniques are applied, perform this task for each
technique separately.

3C.6.2 Outputs Modeling Technique

This output refers to the actual modeling technique, which is used.

3C.6.3 Modeling Assumptions

Many modeling techniques make specific assumptions on the data, e.g., all at-
tributes have uniform distributions, no missing values allowed, class attribute
must be symbolic etc.

3C.6.4 Generate Test Design

Before we actually build a model, we need to generate a procedure or mecha-
nism how to test the model’s quality and validity. For example, in supervised
data mining tasks such as classification, it is common to use error rates as
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quality measures for data mining models. Therefore, we typically separated
the dataset into train and test set, build the model on the train set, and
estimate its quality on the separate test set.

3C.6.5 Output Test Design

This deliverable describes the intended plan for training, testing, and evalu-
ating the models. A primary component of the plan is to decide how to divide
the available dataset into training data, test data, and validation datasets.

3C.6.6 Build Model

Run the modeling tool on the prepared dataset to create one or more models.

3C.6.7 Outputs Parameter Settings

With any modeling tool, there are often a large number of parameters that
can be adjusted. This report lists the parameters and their chosen value, along
with rationale for the choice of parameter settings.
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3C.6.8 Assess Model

The data mining engineer interprets the models according to his domain
knowledge, data mining success criteria, and the desired test design. This
task interferes with the subsequent evaluation phase. Whereas the data min-
ing engineer judges the success of the application of modeling and discovery
techniques more technically, he contacts business analysts and domain ex-
perts later in order to discuss the data mining results in the business context.
Moreover, this task only considers models whereas the evaluation phase also
takes into account all other results, which were produced in the course of the
project.

The data mining engineer tries to rank the results. He assesses the models
according to the evaluation criteria. As far as possible he also takes into ac-
count business objectives and business success criteria. In most data mining
projects, the data mining engineer applies a single technique more than once
or generates data mining results with different alternative techniques. In this
task, he also compares all results according to the evaluation criteria.

3C.6.9 Outputs Model Assessment

Summarizes results of this task, lists qualities of generated models (e.g., in
terms of accuracy), and ranks their quality in relation to each other.

3C.6.10 Revised Parameter Settings

According to the model assessment, revise parameter settings and tune them
for the next run in task build model. Iterate model building and assessment
until we strongly believe that we found the best model(s).

3C.7 Evaluation

3C.7.1 Evaluate Results

Previous evaluation steps dealt with factors such as the accuracy and gener-
ality of the model. This step assesses the degree to which the model meets the
business objectives and seeks to determine if there is some business reason why
this model is deficient. Another option of evaluation is to test the model(s) on
test applications in the real application if time and budget constraints permit.

Moreover, evaluation (as in Fig. 3C.8) also assesses other data mining re-
sults generated. Data mining results cover models that are necessarily related
to the original business objectives, and all other findings that are not necessar-
ily related to the original business objectives but might also unveil additional
challenges, information, or hints for future directions.
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3C.8 Conclusion

In practice, many of the tasks can be performed in a different order and it
will often be necessary to repeatedly backtrack to previous tasks and repeat
certain actions. Our process model does not attempt to capture all of these
possible routes through the data mining process because this would require
an overly complex process model.

The fourth level, the process instance, is a record of the actions, decisions,
and results of an actual data mining engagement. A process instance is orga-
nized according to the tasks defined at the higher levels, and represents what
actually happened in a particular engagement, rather than what happens in
general.



Appendix 3D

Mineset

3D.1 Introduction

The information presented in this appendix is based on MineSet 2.6 Silicon
Graphics Inc.

MineSet (Silicon Graphics 1998, Brunk, Kelly & Kohavi 1997) is a gen-
eral purpose data analysis tool that provides database access, analytical data
mining, and data visualization in a highly integrated environment that sup-
ports the knowledge discovery process (Fayyad, Piatetsky-Shapiro & Smyth
1996). In addition, MineSet is a platform for developing vertical applications
that require analytical data mining and visualization. MineSet is an evolving
product.

We begin with an overview of the system architecture, then describe the
analytical algorithms, the visualization techniques, and the support for KDD
process management. We conclude with a brief history of the project and
commercial uses.

3D.2 Architecture

MineSet employs a three-tier architecture (Fig. 3D.1). The first tier is the
client, which includes Tool Manager and the visualization tools. Tool Manager
is the graphical user interface through which the user interacts with MineSet.
The visualization tools are used to display data and models of data generated
by the mining algorithms. After invoking a visual tool with Tool Manager, the
user interacts directly with that tool and sends information from it to other
tools via Tool Manager. The second tier is the server, which includes Data
Mover and the analytical mining engine. Data Mover is the database access
and data transformation component of MineSet. It extracts data from the
source, transforms it, and orchestrates moving it from one MineSet component
to another. The mining tools are used to generate models of the transformed
data, which can be applied to new data or visualized. The third tier is the
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data source, which includes the storage subsystem that maintains the user’s
data. It can be either a file or a commercial database. The tiers are not tied to
specific machines: all three can reside on a single hardware platform or three
separate platforms. This architecture provides the flexibility needed to scale
with the size of the problem. It allows large mining tasks to be performed on
a powerful server machine, while smaller pilot projects can be performed on
a desktop machine.

Knowledge discovery is a time-consuming and iterative process involving
modeling data, then understanding, and validating the model. Useful tools
facilitate this process by generating models of the data quickly and allowing
the user to interact with and understand those models. Because speed is of
primary importance, MineSet’s analytical mining algorithms operated on data
in core memory and key components have been parallelized to further reduce
execution time on multi processor machines.

Although limited to core memory MineSet supports 64-bit addressing al-
lowing access to large amounts of memory.

3D.3 MineSet Tools for Data Mining Tasks

If we have data mining problems requiring classification, regression, and clus-
tering, we will find these MineSet tools useful:

Decision Tree Inducer and Classifier—Induces a classifier resulting in a
decision tree visualization.

Option Tree Inducer and Classifier—Induces a classifier similar to a de-
cision tree inducer and classifier. However, it builds alternative options and
averages them during classification, usually leading to improved accuracy.

Evidence Inducer and Classifier—Creates its own classifier and produces
a visualization to display evidence based on the data provided.
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Decision Table Inducer and Classifier—Creates a hierarchical visualization
displaying pairs of dimensions at every level. We can drill up and drill down
quickly, while maintaining context.

Clustering Algorithm—Groups data according to similarity of character-
istics, then displays it as a series of box plots and histograms, similar to the
Statistics Visualizer.

The clustering algorithm displays results using the Cluster Visualizer by
default, but other visual tools may be used as an alternative.

Regression Tree—Induces a regressor that predicts a real value, that is,
results with gradations of value rather than specific predetermined limits.

Column Importance—Determines the importance of specific columns in
discriminating one label value from another. Used to observe the varying ef-
fects of changing variables, or to suggest columns to map to the axes of the
Scatter and Splat Visualizers.

MineSet contains additional tools to aid the knowledge discovery process:
Statistics Visualizer—Data is displayed in the form of box plots and his-

tograms, one per column. Continuous columns are shown as box plots, discrete
columns are shown as histograms.

Histogram Visualizer—Data is displayed in the form of histograms. Con-
tinuous columns are binned (broken down into ranges).

Record Viewer—The original data is displayed as a spreadsheet.

3D.4 About the Raw Data

The churn dataset deals with telecommunications customers—people who
use the phone regularly. Customers have a choice of carriers, or companies
providing them with telephone service. When these customers change carriers
they are said to “churn,” which results in a loss of revenue for the previous
carrier. A telecommunications company is likely to have a database of call
records containing call information (source, destination, date, duration), a
billing database, a customer database, and a customer service database.

Relevant information about the customer appears in all these databases.
This information, when combined, yields a set of customer signatures. The
churn dataset provided with MineSet is such a set; the step of identifying the
data and creating customer signatures into records has already been done.

3D.5 Analytical Algorithms

MineSet uses MLC++ as its analytical engine. The naive Bayes, decision
tree, option tree, k-means clustering, regression tree, decision table, associa-
tion rule generation, and feature selection algorithms in MLC++ have been
made accessible through MineSet’s Tool Manager. The emphasis has been on
selecting algorithms that generate interpretable models that facilitate data
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understanding. Algorithms that create“\ black box” models, like neural net-
works, provide little insight into the data and have not yet been included in
MineSet. A plug-in API provides support for algorithms developed outside the
MLC++ framework. For instance, Ultimode has released a MineSet add-on
plug-in called ACPro for clustering based on AutoClass. This is extremely im-
portant because it is unrealistic to expect a single off-the-shelf tool to provide
all the algorithms needed to analyze data in every problem domain. Instead
MineSet provides the infrastructure common to the discovery process and al-
lows the user to extend the tool as needed by plug-in algorithms specific to
their task.

3D.6 Visualization

MineSet provides a rich set of visualization tools that enable users to
interactively explore data and quickly discover new patterns, trends, and
relationships. These 2D and 3D visualization capabilities allow direct data
visualization for exploratory analysis, including tools for displaying high-
dimensional data taking advantage of geographical and hierarchical
information. In addition the visualization techniques have been specialized
for displaying the models generated by the analytical mining algorithms. The
algorithms help the user identify potentially interesting models of the data.
The visual tools help make these models more understandable and allow the
user to interact with the models to gain more insight into the model and the
underlying data.

The human perception system can identify anomalies and patterns much
faster in a representative landscape than in a spreadsheet. The visual tools
utilize 3D landscapes that take advantage of a person’s ability to navigate
in space, track movement, and compare objects of different sizes, colors, and
shapes. In addition to visualization and navigation, the tools contain filter-
ing and search facilities that allow users to quickly reduce the landscape to
items of interest. MineSet includes eight visualization tools. The Statistics
Visualizer display basic statistics in histograms and box plots. The Cluster
Visualizer extends the Statistics Visualizer to show the attribute-by-attribute
differences between clusters identified by the clustering algorithms. The Tree
Visualizer displays data hierarchically. Users can determine the hierarchy and
map attributes to a histogram at each node.

The Map Visualizer (Fig. 3D.6.2 left) displays data with a spatial compo-
nent. A polygonal map must be provided and two attributes can be mapped
to the polygon’s height and color. Multiple maps may be linked together to
show different attributes for the same spatial geography. The Scatter Visual-
izer displays scatter plots with up to eight dimensions: three axes, entity color,
entity size, entity rotation, and two independent attributes shown through an-
imation. It is also used to visualize the confidence and support of one-to-one
association rules. The Splat Visualizer (Becker 1997) (Fig. 3D.1) extends the
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Fig. 3D.6.2. Visualization of a decision table for the hypothyroid database (left).

scatter plots when there are more than tens of thousands of records. It blurs
the points using Gaussian smoothing. The Decision Table Visualizer (Kohavi
& Sommerfield 1998) (Fig. 3D.6.2 right) shows the break down of class label
according to attribute value. Initially, the two most predictive attributes are
shown, but the user can show additionally informative attributes by clicking on
the cakes of interest and drilling down. This provides visual OLAP (On-Line
Analytical Processing) capability. The Evidence Visualizer (Becker, Kohavi &
Sommerfield 2001) shows a graphic representation of the naive Bayes model
and allows the user to interact with the model by selecting known values,
providing what-if analysis.

Additional capabilities shared by most visual tools include: mapping at-
tributes to graphical attributes (color, height, shape); manipulating the scene
using thumbwheels and mouse movements for rotation, translation, and zoom;
data slicing and animating by manipulating sliders for two additional indepen-
dent variables as shown in left; searching and filtering of data; drilling-down
by pointing to elements in the scene; and sending records associated with
selected visual elements to the Tool Manager for further analysis.

As with the analytical algorithms, emphasis has been placed on selecting
visualization techniques that are relatively simple to interpret. Techniques,
which require extensive training to understand like parallel coordinates and
grand tours, have yet to be included in MineSet.

3D.7 KDD Process Management

MineSet is more than an ensemble of data access, transformation, analytical
mining, and visualization techniques connected by a common user interface.
In addition to providing a consistent interface to all the tools, MineSet’s Tool
Manager provides a history mechanism that allows users to review and edit
the steps performed in the current analysis, and change data sources and per-
forms the same analysis on different data sets. Once satisfied with an analysis
sequence it can be stored permanently and applied automatically to future
data, or updated to account for changing future conditions.
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3D.8 History

MineSet was first released in early 1996 primarily as a visualization product.
The importance of connecting to commercial databases was recognized early,
with a native connection to Oracle in MineSet 1.0, followed by connections to
Sybase, Informix, and flat (ASCII) files in MineSet 1.02.

MineSet 1.1 integrated machine learning algorithms from MLC++ (Ko-
havi et al. 1997), including decision trees, naive Bayes (evidence), column
importance, and automatic (entropy-based) discretization. Support for un-
known (null values) was added, as well as support for session management
(save/restore), a batch mode, integration with the desktop environment (icon
launching), and the ability to define new columns

The plot shows how gross income is affected by age, occupation, and the
number of hours worked per week. The density of each splat represents the
number of people, its color represents the average gross income. The selected
cube represents people over 30, who work over 55 hours per week in a profes-
sional specialty or an executive managerial position.

The figure shows the top-level view with two attributes: FTI and TSH.
Users can see that several intersections are empty: high TSH values imply
unknown FTI (probably not measured), and that most data is in the low range
of TSH (below 6.3). High values for FTI (above 64.5) are negative hypothyroid
with high probability (dark gray). The interesting intersections are for low FTI
and high TSH. MineSet’s map visualizer (right) showing refinancing costs,
mapped to height, for every US country based on FIPS codes. Deviations
from each state’s average are colored from blue (zero deviation) to yellow
(0.005) to red (0.01).
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Fig. 3D.6.1. A Splat Visualizer view of census data on adults working in the US.
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MineSet 1.2 added Web launching capabilities from machines that have
MineSet installed. MineSet 2.0 added drill-through, the Splat Visualizer, Sta-
tistics Visualizer, Record Viewer, binary file format, sampling, Option Trees,
loss matrices, learning curves, probability estimates from classifiers, and back-
fitting of data.

MineSet 2.5 added boosting of classifiers, parallelization, clustering, re-
gression trees, and decision tables. Support for multibyte characters for in-
ternationalization and 64-bit support for large memory models was added in
MineSet 2.6. Also added was a Java-based record viewer and a plug-in archi-
tecture for adding new data mining tools.

As of summer 1998, the engineering effort in product development is es-
timated at over 55 person years, with the engineering team consisting of 18
people.

3D.9 Commercial Uses

MineSet has been used commercially since it was released in 1996, but most
customers are reluctant to publicize the exact uses as they perceive data min-
ing as a competitive advantage. As of summer 1998, there are several hundred
commercial sites using MineSet and close to a thousand universities. In this
section we mention a very restricted set of commercial uses. Incyte Pharma-
ceuticals (www.incyte.com) provides genomic technologies to aid in the un-
derstanding of the molecular basis of diseases. Incyte created the LifeSeq 3D
software to give scientists powerful visualization tools for sifting through the
vast amounts of genomic data in the LifeSeq database (Incyte Pharmaceuticals
1997, Incyte Pharmaceuticals 1998). LifeSeq 3D is based on MineSet, display-
ing genomic information as interactive, multidimensional graphics, enabling
scientists to easily navigate large data sets and uncover hidden relationships
and important trends in gene expression.

Risk Monitors conducts statistical analyses of loan and mortgage data
nationwide, building the models that mortgage services and banks rely on
to calculate their underwriting risks. It analyzes 11 million loans nationwide
dating back to 1989, and applies up to 200 variables to them during sta-
tistical analyses. Typical analysis was previously done in group, or cohorts.
With MineSet, Risk Monitors was able to work with loans at the individual
level.

Procter & Gamble Co.’s health care division uses MineSet for clinical trials
and efficiency tests of over-the-counter drugs. On average, the total cost to
bring a pharmaceutical drug to market is approximately $500 million, making
it important to effectively run clinical trials and process the data effectively.
Using data mining, scientists are trying to find an active molecule in a drug,
making sure it works, testing it for harmful side effects, and eventually testing
it on humans.
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3D.10 Conclusion

MineSet provides a set of scalable analytical mining algorithms for identi-
fying interesting patterns in data. MineSet also provides a rich selection of
visualization techniques that help make these patterns understandable. But
the primary feature that differentiates MineSet from other KDD tools is the
integrated environment in which these algorithms and techniques are com-
bined.
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Enterprise Miner

Abstract. The information presented in this appendix is based on Enterprise
Miner, Release 4.1 from SAS Institute Inc.

Data mining is a process, not just a series of statistical analyses. Implementing
a successful data mining process requires a solution that gives users:

• Advanced, yet easy-to-use, statistical analyses and reporting techniques.
• A guiding, yet flexible, methodology.
• Client/server enablement.

Enterprise Miner software from SAS is that solution. It synthesizes the world-
renowned statistical analysis and reporting systems of SAS software with an easy-
to-use graphical user interface (GUI) that can be understood and used by business
analysts as well as quantitative analysts.

3E.1 Tools For Data Mining Process

A broad set of tools supports the complete data mining process. Regardless of
our data mining needs, SAS provides flexible software that supports all steps
necessary to address the complex problems at hand in a single integrated
solution. Going from raw data to accurate, business-driven data mining mod-
els becomes a seamless process, enabling statistical modeling group, business
managers, and the IT department to collaborate more efficiently.

An easy-to-use GUI helps both business analysts and statisticians build
more models, faster. SAS Enterprise Miner’s process flow diagram environ-
ment eliminates the need for manual coding and dramatically shortens model
development time for both business analysts and statisticians. The process
flow diagram also serve as self-documenting templates that can be updated
easily or applied to new problems without starting over from scratch. Users
can tailor their experience with SAS Enterprise Miner 5.2 via the flexible and
interactive display settings. Diagrams can be shared easily with other analysts
throughout the enterprise.
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SAS Enterprise Miner offer numerous assessment features for comparing
results from different modeling techniques. Both statistical and business users
share a single, easy-to-interpret view. Model results are shared quickly across
the enterprise with the unique model repository system, which links metadata
and model management capabilities together in an integrated framework.

Scoring is the process of applying a model to new data and is the end
result of many data mining endeavors. SAS Enterprise Miner automates the
tedious scoring process and supplies complete scoring code for all stages of
model development in SAS, C, Java, and PMML. The scoring code can be
deployed in a variety of real-time or batch environments within SAS, on the
Web or directly in relational databases. The result is faster implementation
of data mining results.

3E.2 Why Enterprise Miner

SAS Enterprise Miner streamlines the entire data mining process from data
access to model assignment. It supports all necessary tasks within a single
integrated solution while providing the flexibility for efficient collaborations.

SAS provides the most powerful, complete data mining solution on the
market with unparalleled model development and deployment opportunities.
Delivered as a distributed client-server system, it is especially well suited for
data mining in large organizations. SAS Enterprise Miner is designed for data
miners, marketing analysts, database marketers, risk analysts, fraud investi-
gators, business managers, engineers and scientists who play strategic roles in
identifying and solving critical business or research issues.

To gain an edge in today’s competitive market, powerful advanced analytic
solutions are required to extract knowledge from the vast stores of data. The
emerging field of data mining incorporates the process of selecting, exploring,
and modeling. Discovering previously unknown patterns can deliver actionable
strategies for decision makers across our enterprise. For those who choose to
implement data mining, the payoffs can be huge.

The data preparation step is compounded further as the complexities of
business problems increase. As a result, quantitative experts spend consider-
able time accessing and manipulating disparate data sources before beginning
to apply their expertise to building the models required to solve business
problems.

The demand for actionable analytical information is growing in every in-
dustry, putting increased pressure on data miners to produce more and better
models in less time. Today’s organizations require enterprise wide collabora-
tion on data mining projects and call for powerful, multipurpose solutions
that can be tailored to meet different needs.

SAS Enterprise Miner provides an optimized architecture for mining large
quantities of data to provide data miners with more time to create highly accu-
rate predictive and descriptive models. Results of the data mining process can
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be shared easily throughout an organization to deliver actionable analytical
information and incorporate models into business processes.

3E.3 Product Overview

SAS Enterprise Miner 5.2 is delivered as a modern, distributed client-server
system. To streamline the data mining process, this software is designed to
work seamlessly with SAS data integration, advanced analytics, and business
intelligence capabilities. It also provides proven model deployment architec-
ture.

With SAS Enterprise Miner, we get an easy-to-use process flow diagram
approach that eliminates the need for manual coding and supports collabora-
tive model development. With the proven, self-guiding (SEMMA) data min-
ing process, both experienced statisticians and less seasoned business analysts
can develop more and better predictive analytical models. SEMMA provides
a flexible framework for conducting the core tasks of data mining, encompass-
ing five primary steps – sampling, exploration, modification, modeling, and
assessment. It is driven by process flow diagrams that can be modified, saved,
and shared.

SEMMA makes it easy to apply exploratory statistical and visualization
techniques, select and transform the most significant variables, create mod-
els with those variables to predict outcomes, validate accuracy, and deploy
these rich insights as decision models for the operational day-to-day business
environments.

The innovative Java client/SAS server architecture provides unprecedented
flexibility for configuring an efficient installation that scales from a single-user
system to very large enterprise solutions. Powerful servers may be dedicated to
computing, while end users move office to home to remote sites without losing
access to mining projects or services. Many process-intensive server tasks such
as data sorting, summarization, variable selection, and regression modeling are
multithreaded and processes can be run in parallel for distribution across a
grid of servers or scheduled for batch processing.

SAS Enterprise Miner provides superior analytical depth with an un-
matched suite of advanced predictive and descriptive modeling algorithms,
including decision trees, neural networks, memory-based reasoning, cluster-
ing, linear and logistic regression, associations, time series, and more. Critical
preprocessing tasks such as merging data files, addressing missing values, clus-
tering, dropping variables and filtering for outliners are all handled within SAS
Enterprise Miner.

Preparing data for mining usually is the most time-consuming aspect of
data-mining endeavors. SAS Enterprise Miner includes several tools that make
data preparation a fully integrated and efficient part of the data mining
process by providing interactive capabilities to explore and transform data
for optimal model training. Extensive descriptive summarization features as
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well as advanced visualization tools enable users to examine quickly and eas-
ily large amounts of data in dynamically linked multi-dimensional plots that
support interactive tasks. Quality data mining results that are uniquely and
optimally suited individual business problems.

Assessment features for comparing models in terms of lift curves and over-
all profitability allow analysts to easily share and discuss essential results with
business users. The models generated from different modeling algorithms can
be consistently evaluated across a highly visual user interface. Business do-
main experts and statisticians alike can compare data mining from a common
framework. The model results packages that contain all relevant information
of a data mining process flow provide easy model reporting and management.
These model result packages are centrally managed through the SAS Meta-
data Server and can be viewed and queried by data miners, business managers
and data managers via a Web-based model repository viewer – the industry’s
only Web-based system for effectively managing and distributing large model
portfolios throughout the organization.

Model deployment is the final and most important phase in which the
ROI from the entire mining process is realized. This can be a tedious process
and often entails manually writing or converting scoring code, which can delay
model implementation and introduce potentially costly mistakes. Scoring code
needs to mirror the entire process that led to the final model, including every
data preprocessing step. Often, organizations have different environments for
model building and model deployment and scoring code must be provided in
different languages. SAS Enterprise Miner automatically generates the score
code for the entire process flow and supplies complete scoring code in SAS,
C, Java, and PMML. Production data can be scored within SAS Enterprise
Miner or on any other machine, and the scoring code can be deployed in batch,
real time on the Web, or directly in relational databases.

The customizable modeling environment of SAS Enterprise Miner pro-
vides the ability to add tools and include personalized SAS code. A Java
API is available to embed data mining algorithms into operational business
production systems in a fast and easy manner. Default selection lists can be
extended with custom-developed tools written with SAS code or XML logic,
which opens the entire world of SAS to data miners.

3E.4 SAS Enterprise Miner 5.2 Key Features

3E.4.1 Multiple Interfaces

• Easy-to-use GUI for building process flow diagrams:
• Build more and better models faster.
• Web deliverable.
• Access to SAS programming environment.
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• XML diagram exchange.
• Reuse diagrams as templates for other projects or users.
• Batch processing:
• Encapsulates all features of the GUI.
• SAS macro-based.
• Experimental Java API.
• Web-based model repository:
• Manage large model portfolios.
• Query models by algorithm, rating, target, etc.
• Distribute results such as lift charts, tree diagrams and score code to busi-

ness and data managers.

3E.4.2 Scalable Processing

• Server-based processing – asynchronous model training. Stop processing
cleanly.

• Grid computing:
• Distribute mining process across a cluster.
• Schedule training and scoring tasks.
• Load balancing and resource allocation.
• Parallel processing – run multiple tools and diagrams concurrently.
• Multithreaded predictive algorithms.
• All storage located on servers.

3E.4.3 Accessing data

• Access to more than 50 different file structures.
• Integrated with SAS ETL Studio through SAS Metadata Server:
• Use SAS ETL Studio to define training tables for mining in SAS Enterprise

Miner.
• Use SAS ETL Studio to retrieve and deploy SAS Enterprise Miner scoring

code.

3E.4.4 Sampling

• Simple random.
• Stratified.
• Weighted.
• Cluster.
• Systematic.
• First N .
• Rare event sampling.
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3E.4.5 Data Partitioning

• Create training, validation, and test data sets.
• Ensure good generalization of your models through use of holdout data.
• Default stratification by the class target.
• Balanced partitioning by any class variable.

3E.4.6 Filtering Outliers

• Apply various distributional thresholds to eliminate extreme interval val-
ues.

• Combine class values with fewer than n occurrences.
• Interactively filter class and numeric values.

3E.4.7 Transformations

• Simple: log, square root, inverse, square, exponential, standardized.
• Binning: bucketed, quantile, optimal binning for relationship to target.
• Best power: maximize normality, maximize correlation with target, equal-

ize spread with target levels.
• Interactions editor: define polynomial and nth degree interaction effects.
• Interactively define transformations:
• Define customized transformations using the expression builder.
• Compare the distribution of the new variable with the original variable.

3E.4.8 Data Replacement

• Measures of centrality.
• Distribution-based.
• Tree imputation with surrogates.
• Mid-medium spacing.
• Robust M-estimators.
• Default constant.
• Replacement Editor:
• Specify new values for class variables.
• Assign replacement values for unknown values.

3E.4.9 Descriptive Statistics

• Univariate statistics and plots:
• Interval variables – n, mean, median, min, max, standard deviation, scaled

deviation, and percent missing.
• Class variables – number of categories, counts, mode, percent mode, per-

cent missing.
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• Distribution plots.
• Statistics breakdown for each level of the class target.
• Bivariate statistics and plots:
• Ordered Pearson and Spearman correlation plot.
• Ordered chi-square plot with option for binning continuous inputs into

nbins.
• Coefficient of variation plot.
• Variable selection by logworth.
• Other interactive plots:
• Variable worth plot ranking inputs based on their worth with the target.
• Class variable distributions across the target and/or the segment variable.
• Scaled mean deviation plots.

3E.4.10 Graphs/Visualization

• Batch and interactive plots: scatter plots, scatter plot matrix plots, lattice
plots, 3D charts, density plots, histograms, multidimensional plots, pie
charts, and area bar charts.

• Segment profile plots:
• Interactively profile segments of data created by clustering and modeling

tools.
• Easily identify variables that determine the profiles and the differences

between groups.
• Easy-to-use graphics wizard:
• Titles and footnotes.
• Apply a WHERE clause.
• Choose from several color schemes.

3E.5 Enterprise Miner Software

Enterprise Miner provides powerful data mining capabilities that meet the
needs of a wide variety of users, including information technology staff, busi-
ness analysts, and quantitative analysts. With Enterprise Miner, users can:

• Identify the most profitable customers and the underlying reasons for their
loyalty.

• Determine why customers switch to competitors.
• Analyze clickstream data to improve e-commerce strategies.
• Increase customer profitability and reduce risk exposure through more

accurate credit scoring.
• Determine the combination of products customers are likely to purchase

and when.
• Set more profitable rates for insurance premiums.
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• Save on downtime by applying predictive maintenance to manufacturing
sites.

• Detect and deter fraudulent behavior.

Enterprise Miner provides the most complete set of data mining tools for
data preparation and visualization, predictive modeling, clustering, associa-
tion discovery, model management, model assessment, and reporting. A key
advantage of using Enterprise Miner is that it generates complete scoring code
for all stages of model development. Scoring code can be applied immediately
to new data on any SAS system, which results in significant time savings.
Scoring code is also available in the C and Java languages to enable users to
deploy results outside of the SAS environment. Because it is a software solution
for business from SAS, Enterprise Miner can integrate with other SAS soft-
ware, including the award-winning SAS/Warehouse Administrator software,
the SAS solution for online analytical processing (OLAP), and SAS/IntrNet
software.

3E.5.1 The Graphical User Interface

Enterprise Miner uses a single GUI to provide the functionality that users need
to uncover valuable information hidden in their data. With one point-and-click
interface, users can perform the entire data mining process, from sampling
data, through exploration and modification, to modeling, assessment, and
scoring of new data for use in making business decisions.

The GUI is designed with two groups of users in mind. Business analysts,
who might have limited statistical expertise, can use the GUI to quickly and
easily navigate through the data mining process. Quantitative analysts, who
might want to explore the details, can use the GUI to access and finetune the
underlying analytical processes.

3E.5.2 The GUI Components

The primary components of the GUI, as shown in Fig. 3E.6.1, are:

• Project Navigator. Use to manage projects and diagrams; add tools,
such as analysis nodes to the diagram workspace; and view HTML reports
that are created by the Reporter node. The Tools subtab of the Project
Navigator displays the data mining nodes that are available for construct-
ing process flow diagrams (PFDs). An example is shown in Fig. 3E.6.2.

• Diagram Workspace. Use for building, editing, and running PFDs.
• Tools Palette. Contains a subset of the Enterprise Miner tools that are

commonly used to build PFDs in the diagram workspace. Users can add
to and delete from the Tools palette.

• Nodes. A collection of tools that enable users to perform tasks in the data
mining process, such as data access, data analysis, and reporting. Nodes
have a uniform look-and-feel that makes them easy to use.
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Fig. 3E.6.1. Primary components of GUI

Fig. 3E.6.2. Process flow diagram

• Message Panel, Progress Indicator, and Connection Status Indi-
cator. Use to display information and task completion estimates in re-
sponse to user actions. These components appear across the bottom of the
workspace window.
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With these easy-to-use tools, users can map an entire data mining project,
execute individual functions and modify PFDs.

3E.6 Enterprise Miner Process for Data Mining

The Enterprise Miner GUI is effective because it enables business analysts and
quantitative analysts to organize data mining projects into a logical frame-
work. The visible representation of this framework is a PFD, which graphically
illustrates the tasks performed to complete a data mining project. The PFD
also eliminates the need for manual coding and dramatically lessens the time
needed to develop models.

In addition, a larger, more general framework for staging data mining
projects exists. SAS defines this framework as SEMMA, that is, a proven
methodology that enables users to sample, explore, modify, model, and assess
data through an easy-to-use GUI.

SEMMA provides users with a powerful and comprehensive method in
which individual data mining projects can be developed and maintained. The
GUI nodes are primarily organized according to the SEMMA methodology.
However, users are not required to follow the SEMMA methodology exactly.
The relationship between the nodes and the methodology is flexible, which
allows for the repetition or the reordering of SEMMA tasks.

3E.7 Client/Server Capabilities

The Enterprise Miner client/server architecture enables users to employ large
UNIX servers or mainframes to access and process enormous data sources
from different database management systems.

Specifically, the Enterprise Miner client/server functionality provides the
following advantages:

• Distributes data-intensive processing to the most appropriate machine.
• Minimizes network traffic by processing the data on the source machine.
• Minimizes data redundancy by maintaining one central data source.
• Distributes server profiles to multiple clients.
• Enables user to regulate access to data sources.
• Enables user to toggle between remote and local processing.

3E.8 Client/Server Requirements

Table 3E.9.1 lists the client and server options available in Release 4.1 of
Enterprise Miner.

Base SAS and SAS/STAT are required on the same server or mainframe
on which the Enterprise Miner server component resides and processes data.
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Table 3E.9.1. Client and Server options available in Release 4.1 of Enterprise
Miner.

Client Options Server Options

Microsoft Windows 98 ABI+ for Intel
Microsoft Windows NT AIX (32, 64 bit)
Microsoft Windows 2000 Compaq Tru64 UNIX (32, 64 bit)

HP-UX (32, 64 bit)
Intel Linux
MVS/ESA (or prior releases) including all
releases of OS/390
Solaris (32, 64 bit)
Microsoft Windows NT and 2000

3E.9 Conclusion

Enterprise Miner can uncover valuable information hidden in large amounts
of data. This software fully integrates all steps of the data mining process
beginning with the sampling of data, through sophisticated data analyses and
modeling, to the dissemination of the resulting information. The functionality
of Enterprise Miner is provided through a flexible GUI that enables users, who
have different degrees of statistical expertise, to plan, implement, and refine
their data mining projects.
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